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Measurement of the W boson mass and the
calibration of the muon momentum with the ATLAS

detector

ABSTRACT

In this thesis measurement of the W -boson mass based on data collected during 2011 in
proton–proton collisions at a centre-of-mass energy of 7 TeV with the ATLAS detector
at the Large Hadron Collider (LHC) is presented. In the Standard Model, the W -
boson mass depends on the top quark mass and the Higgs-boson mass through higher
order corrections. Therefore, a precise measurements the mass of the top quark, W -
and Higgs-boson, provide a stringent test of the Standard Model. Any observed incon-
sistency can be an indirect proof of the physics beyond the Standard Model. Previous
measurements of the mass of the W boson are performed at the Large electron–positron
collider, and at the Tevatron proton–antiproton collider with the CDF and D0 experi-
ments. The current world average value of the W -boson mass is mW = 80385±15 MeV,
while the most precise single measurement with an uncertainty of 19 MeV is performed
with the CDF experiment. On the other hand, the indirect constraint on the W -boson
mass from the global electroweak fit predicts mW = 80358± 8 MeV.

At hadron colliders, the W -boson mass is determined through its lepton (electron and
muon) decays from the Jacobian peaks of the final state kinematic distributions, such
as the transverse momentum of the electron and muon, the transverse momentum of
the neutrino and the W -boson transverse mass. The W -boson mass is extracted by
comparing these mass sensitive distributions in the data to the set of corresponding
template distributions generated using the Monte Carlo simulation of the detector re-
sponse. The mass is determined by means of χ2 minimisation with statistical and
systematics uncertainties accounted for. The measurement of the W -boson mass rep-
resents a major challenge, requiring a true understanding of the detector performance
(i.e. precise determination of reconstruction efficiency and lepton momentum resolu-
tion, as well as the neutrino transverse momentum), and an accurate modeling of the
parton distribution functions and the lepton angular distributions.

The conventional approach for determining the neutrino energy is from balancing the
detected energy in the transverse plane of all reconstructed particles in the event: jets,
electrons, photons, tau-leptons, muons and the energies reconstructed in the calori-
meter cells which are not associated with any other object. For the W -boson mass
measurement an algorithm based on hadronic recoil is developed, so that the trans-
verse momentum of the neutrino becomes a derived quantity from the vector sum of the
hadronic recoil and the lepton transverse momentum. The hadronic recoil is calculated
as a vector sum of all of the transverse energy of all reconstructed detector signals in



the calorimeters, excluding the energy deposits associated to the decay electrons and
muons. The hadronic recoil calibration exploits the Z → `` decays, since the W - and
Z-bosons are produced from very similar partonic processes and have similar decay
kinematics. The recoil calibration procedure is sensitive to the following sources of sys-
tematic uncertainties: the limited statistics of the calibration sample, the differences
in the hadronic response between Z- and W -boson events and on pile-up (additional
proton–proton interactions).

Muon momentum calibration is based on reference samples of J/ψ → µµ, Z → µµ
and Υ → µµ decays. The simulated muon momentum is corrected so it matches the
measured muon momentum in experimental data. The muon momentum resolution is
determined with an uncertainty in ranges from 1.7 % at central pseudorapidity and for
transverse momentum pT = 10 GeV, to 4 % at large pseudorapidity and pT = 100 GeV,
while the muon momentum scale is known with an uncertainty of 0.05 % to 0.2 % de-
pending on pseudorapidity.

For the W -boson mass measurement, after all selection requirements, there is 7.8×106

candidates in the W → µν channel and 5.9× 106 candidates in the W → eν channel.
Obtained result for the W -boson mass measurement with the ATLAS experiment is:

mW = 80370± 7 (stat.)± 11 (exp. syst.)± 14 (mod. syst.) MeV
= 80370± 19 MeV,

where the first uncertainty is statistical, the second corresponds to the experimental
systematic uncertainty, and the third to the physics modelling systematic uncertainty.
The experimental uncertainty accounts the uncertainties from electron energy and
muon momentum calibration and their reconstruction efficiencies, the hadronic recoil
calibration, and background processes. The physics modeling systematic uncertainty
comes from inaccurate modeling of the W -boson production and decay processes in
proton–proton collisions at the LHC. The W -boson mass measurement is compatible
with the current world average value and with the Standard Model prediction. The
obtained result is similar in precision to the currently leading measurements performed
by the CDF experiment.

Key words: W -boson mass, muon momentum calibration, hadronic recoil, ATLAS,
LHC.

Scientific area: Physics

Research area: Experimental High Energy Physics



Mereǌe mase W bozona i kalibracija impulsa
miona na detektoru ATLAS

REZIME

U ovoj tezi je opisano mereǌe mase W bozona, koje se zasniva na podacima
prikupǉenim na detektoru ATLAS tokom 2011. godine u proton–proton
sudarima na energiji od 7 TeV na Velikom sudaraqu hadrona (LHC). Prema
Standardnom modelu masa W bozona zavisi od mase top kvarka i mase
Higsovog bozona kroz korekcije vixeg reda. Preciznim mereǌem mase
top kvarka, W i Higsovog bozona mogu�e je testiraǌe konzistentnosti
Standardnog modela, i bilo koje neslagaǌe predstavǉa indirektan dokaz
postojaǌa qestica izvan Standardnog modela. Masa W bozona je preth-
odno izmerena na eksperimentima na Velikom eletron–pozitronskom su-
daraqu, kao i na eksperimentima CDF i D0 na proton–antiproton su-
daraqu Tevatron. Trenutna sredǌa vrednost izmerene mase W bozona
iznosi mW = 80385 ± 15 MeV, dok je najpreciznije mereǌe ostvareno na
eksperimentu CDF sa neodre�enox�u ± 19 MeV. Sa druge strane, na osno-
vu globalnog fita parametara Standardnog modela predvi�ena masa W
bozona iznosi mW = 80358± 8 MeV.

Na hadronskim sudaraqima masa W bozona se meri u leptonskim (elektro-
nskom i mionskom) kanalima raspada, koriste�i opservable sa oxtrim
Jakobijanskim pikom kao xto su transverzalni impuls leptona, transve-
rzalni impuls neutrina i transverzalna masa lepton–neutrino sistema.
Masa se dobija pore�eǌem odgovaraju�ih raspodela, dobijenih iz ekspe-
rimentalnih podataka i Monte Karlo simulacija, koje su zasnovane na
detaǉnom opisu detektora i ǌegovog odgovora na interakciju qestica sa
materijalom detektora. Pore�eǌe se vrxi minimizacijom dobijenog χ2

koji ukǉuquje statistiqke i sistematske neodre�enosti. Mereǌe mase W
bozona je veoma komplikovano i zahteva precizno teorijsko modelovaǌe
verovatno�a raspodela partona u protonu, ugaone raspodele leptona koji
potiqu iz raspada W bozona i transverzalnog impulsa W bozona, kao i
poznavaǌe rada detektora pri rekonstrukciji leptona i neutrina (pre-
cizno odre�ivaǌe efikasnosti rekonstrukcije i rezolucije impulsa mi-
ona i transverzalnog impulsa neutrina).

Na eksperimentu ATLAS, transverzalni impuls neutrina se standardno
odre�uje na osnovu zakona odr�aǌa energije u transverzalnoj ravni, kao
vektorska suma transverzalnih impulsa rekonstruisanih objekata: 
etova,



elektrona, fotona, tau leptona, miona i energije u kalorimetarskim �eli-
jama koje nisu asocirane ni sa jednim drugim objektom. Za mereǌe mase
W bozona razvijen je algoritam baziran na mereǌu hadronskog uzmaka,
tako da transverzalni impuls neutrina postaje izvedena veliqina koja se
dobija vektorskim sabiraǌem hadronskog uzmaka i transverzalnog impu-
lsa leptona. Hadronski uzmak predstavǉa vektorsku sumu transverza-
lnih enrgija svih klastera u kalorimetru, osim energije koju je deponovao
lepton. Kalibracija hadronskog uzmaka se vrxi korix�eǌem Z → `` rezo-
nance, zbog sliqnog naqina produkcije i raspada sa W bozonom. Sistema-
tske neodre�enosti na mereǌe mase W bozona koje potiqu od kalibracije
hadronskog uzmaka zavise od statistike kalibracionog uzorka, razlike
hadronskog uzmaka izme�u Z i W bozona, kao i od nagomilavaǌa signala
u detektoru koji potiqu od sudara drugih protona.

Kalibracija impulsa miona na detektoru ATLAS se zasniva na velikoj
statistici dobro izuqenih procesa J/ψ → µµ, Z → µµ i Υ → µµ raspada.
Rekonstrukcija impulsa miona u simuliranim doga�ajima je korigovana
kako bi se poklopila sa skalom i rezolucijom impulsa miona izmerenim
u realnim doga�ajima. Prikazana procedura kalibracije impulsa miona
ima sistematske neodre�enosti na rezoluciju u opsegu od 1.7% za mione
sa transverzalnim impulsom pT = 10 GeV i pseudorapiditetom |η| < 1, do
4% za mione sa pT = 100 GeV i pseudorapiditetom |η| > 1, dok sistematske
neodre�enosti na skalu iznose od 0.05 % do 0.2 % u zavisnosti od pseu-
dorapiditeta miona.

Za mereǌe mase W bozona selektovano je oko 7.8 × 106 W → µν doga�aja i
oko 5.9× 106 W → eν doga�aja. Izmerena masa W bozona iznosi:

mW = 80370± 7 (stat.)± 11 (exp. sist.)± 14 (mod. sist.) MeV
= 80370± 19 MeV,

pri qemu prva navedena vrednost predstavǉa statistiqku neodre�enost,
druga je eksperimentalna, a tre�a torijska neodre�enost. Eksperimenta-
lna neodre�enost potiqe od neodre�enosti kalibracije impulsa i efika-
snosti rekonstrukcije elektrona i miona, kalibracije hadronskog uzma-
ka, kao i pozavaǌa fonskih procesa. Teorijska neodre�enost potiqe iz
neodre�enosti poznavaǌa procesa produkcije i raspadaW bozona u proton–
proton sudarima. Dobijeni rezultat je konzistentan sa trenutnom sre-
dǌom vrednox�u, kao i sa predvi�aǌima Standardnog modela. Izmerena
masa W bozona na eksperimentu ATLAS po preciznosti odgovara najpre-
ciznijem prethodnom pojedinaqnom mereǌu na eksperimentu CDF.

Kǉuqne reqi: masa W bozona, kalibracija mereǌa impulsa miona, hadro-
nski uzmak, ATLAS, LHC.

Nauqna oblast: Fizika

U�a nauqna oblast: Eksperimentalna fizika visokih energija
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Introduction

Curiosity is governed people to search for the fundamental answers about the Uni-
verse. The most common approach, explaining complicated things in a simple way, is
not changed for centuries. With every new model, a more accurate description of nature
is obtained. The Standard Model represents a theoretical framework build from obser-
vation which describes fundamental particles and their interactions. The electroweak
sector of the Model is based on symmetry group SU(2)L ⊗ U(1)Y and describes the
electromagnetic and weak interactions which are mediated via massless photons and
three massive intermediate vector bosons, the W± and Z0, respectively. The latest
achievement of the Standard Model is the discovery of the Higgs boson by the ATLAS
and CMS experiments at the Large Hadron Collider (LHC). The discovery of the Higgs
boson and the measurement of its mass allows for the first time to overconstrain Stand-
ard Model and test its consistency by precisely measuring the masses of the W boson
(mW ), top quark and the Higgs boson. With precision measurements, such as the
measurement of the W -boson mass, we are testing our current description of the laws
of nature. Constraints on physics beyond the Standard Model are currently limited
by the precision of the W -boson mass measurement. Improving the precision of the
measurement of mW is therefore of high importance for testing the overall consistency
of the Model.

This thesis presents the measurement of the W -boson mass in proton–proton col-
lisions collected during 2011 at a centre-of-mass energy of

√
s = 7 TeV with the

ATLAS experiment at the LHC. The previous measurements are performed at the
CERN’s Large electron-positron collider (LEP) and at the proton-antiproton collider
Tevatron at Fermilab. The current world average value for the W -boson mass meas-
urement is mW = 80385 ± 15 MeV, while the global electroweak fit gives value of
mW = 80358 ± 8 MeV, which is two times more precise than the most precise direct
measurement.

At hadron colliders the W bosons are produced via Drell-Yan quark-antiquark anni-
hilation. The W -boson events are detected through the leptonic decays, in electron and
muon channels. The W -boson candidates are selected by requiring exactly one electron
or muon with high transverse momentum and the presence of the large missing trans-
verse energy in the event, originating from the neutrino. The missing transverse energy
is inferred from the hadronic recoil which represents a vector sum of all of the transverse
energy of all reconstructed detector signals in the calorimeters. The mass of the W
boson is measured from sensitive observables which have a sharp Jacobian peak: the
reconstructed transverse electron and muon momentum, the missing transverse energy
and the W -boson transverse mass distribution.
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Introduction

Measurement of the mW with an accuracy of 8 MeV set by the Standard Model
prediction, represents a major challenge for the ATLAS experiment requiring a true
understanding of the detector performance and limitations, to be reached via mul-
tiple analysis stages. Two main objects that need to be measured precisely are the
lepton (electron and muon) and the neutrino for which hadronic activity in the calor-
imeter needs to be measured. The main theoretical inputs that are needed for this
measurement consist of higher order corrections in the perturbative expansion of the
strong-coupling constant, non-perturbative quantum chromodynamics effects, parton
distribution functions and the lepton angular distribution.

For the W -boson mass measurement described in this thesis, after all selection
requirements, there is about eight million W -boson candidates in the muon and six
million candidates in the electron channel, which yields a statistical uncertainty smaller
than 10 MeV. The selected W -boson sample is larger than the corresponding sample
collected at the Tevatron. For the detector calibration, physics modeling and the
validation of the analysis strategy, the Z-boson decay in electron and muon channels
is used. Selected Z-boson sample contains about two million events in both channels.

In this thesis the muon momentum calibration is also presented. An accurate
measurement of muon momentum is crucial for many physics analyses with muons in
the final state. In the ATLAS detector, muons are reconstructed independently in
the inner detector and in the muon spectrometer. The muon spectrometer is designed
to provide muon momentum measurement with a relative resolution better than 3%
over a wide range of muon transverse momentum and up to 10% for muons with
transverse momentum of about 10 GeV. The reconstruction of muon tracks in the
muon spectrometer is biased by several effects, such as muon energy loss in the material
upstream of the spectrometer, multiple scattering inside the spectrometer, as well as its
precise chambers alignment. The detailed response of the ATLAS detector is simulated
in Geant 4. In order to precisely describe the measurement of the muon transverse
momentum in data, additional corrections to the simulated muon transverse momenta
are needed to be defined. The procedure of correcting the simulated muon transverse
momenta is muon momentum calibration. Muons from the decay of the J/ψ resonance
can be used for studying the muon energy loss in the calorimeters. The calibration
of the muon momentum is based on large statistics samples of J/ψ → µµ, Z → µµ
and Υ → µµ decays, after which the muon momentum scale is described to the per-
mile level and muon momentum resolution to the percent level. The muon momentum
calibration is used for the Higgs-boson mass measurement in the four lepton channel
with the ATLAS experiment.

This thesis is structured as follows. Chapter 1 presents a theoretical introduction
of the Standard Model, phenomenology of proton–proton collisions, and motivation for
the W -boson mass measurement, with an overview of the previous measurements and
the measurement strategy with the ATLAS experiment. In Chapter 2 the LHC and the
ATLAS detector are described. Chapter 3 presents the data and simulation samples
used for the measurement with a summary of the modeling of vector-boson production
and decay. In Chapter 4 muon momentum studies with the J/ψ resonance and the
energy loss of the muons passing the calorimeters are given, together with the muon
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momentum scale and resolution corrections. Chapter 5 describes the performance of
the hadronic recoil as well as the calibration procedure with estimation of the sys-
tematics uncertainties used for the W -boson mass measurement. Final experimental
and theoretical corrections, with their systematics uncertainties are given in Chapter
6, with detailed analysis of the W -boson mass extraction, optimisation procedure and
obtained results.

Author’s contribution

The measurement of the W -boson mass described in this thesis is a collaborative work
performed by the W -boson mass group, which is a part of the Standard Model group at
the ATLAS experiment. The author has been involved in the calibration of the muon
momentum scale and resolution corrections within the Muon Combined Performance
group. The resulting publications:

• L. Chevalier, A. Dimitrievska, N. Vranjes, Muon performance studies using J/ψ →
µ+µ− at

√
s = 7 TeV and

√
s = 8 TeV of pp collisions, ATL-COM- MUON-2013-

022 (2013), https://cds.cern.ch/record/1596789

• G. Artoni, M. Corradi, A. Dimitrievska, F. Sforza, N. Vranjes, P. Fleischmann,
Muon momentum scale and resolution corrections evaluated with Z → µµ and
J/ψ → µµ decays on Run I ATLAS data, ATL-COM-MUON-2014-001 (2014),
Preliminary version of MCP scale and momentum corrections for 2012 data,
https://cds.cern.ch/record/1643495

• ATLAS Collaboration, Measurement of the muon reconstruction performance of
the ATLAS detector using 2011 and 2012 LHC proton–proton collision data, Eur.
Phys. J. C 74 (2014) 3130, arXiv: 1407.3935 [hep-ex]

• T. Adye, ..., A. Dimitrievska, ..., N. Vranjes, et al., Higgs mass measurements
and uncertainties in 2011 and 2012 data, ATL-COM-PHYS-2012-1774 (2012),
https://cds.cern.ch/record/1498240

• ATLAS Collaboration, Measurement of the Higgs boson mass from the H → γγ
and H → ZZ∗ → 4` channels in pp collisions at center-of-mass energies of 7
and 8 TeVwith the ATLAS detector, Phys. Rev. D 90 (2014) 052004, arXiv:
1406.3827 [hep-ex]

are part of Chapter 4. In view of the W -boson mass measurement, the author has been
involved in the hadronic recoil calibration:

• A. Dimitrievska, N. Vranjes, M. Schott, M. Boonekamp, Measurement of mW at
7 TeV: Hadronic recoil corrections, ATL-COM-PHYS-2015-344 (2015), https:
//cds.cern.ch/record/2013274
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summarised in Chapter 5, and in the combination and fitting range optimisation of the
measurement:

• N. Andari, M. Boonekamp, S. Camarda, A. Dimitrievska, R. Hanna, O. Kivernyk,
M. Schott, R. Stroehmer, N. Vranjes, S. Webb, C. Zimmermann, et al., Measure-
ment of mW with 7 TeV data: W -boson mass measurement, ATL- COM-PHYS-
2014-1569 (2014), https://cds.cern.ch/record/1976186

• ATLAS Collaboration, Measurement of the W -boson mass in proton–proton col-
lisions at

√
s = 7 TeV with the ATLAS detector, ATLAS-CONF-2016-113 (2016),

http://cds.cern.ch/record/2238954

ATLAS Collaboration, Measurement of the W -boson mass in pp collisions at√
s = 7 TeV with the ATLAS detector, (2017), arXiv: 1701.07240 [hep-ex],

are described in Chapter 6.
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1The Standard Model and
the W -boson Mass Measurement

Theoretical framework of all the particles that make the visible matter in the Universe
is given by the Standard Model (SM) of particle physics. The three of four fundamental
interactions are also included in the SM: electromagnetic, weak and strong. The SM has
been successful in predicting a wide range of phenomena with an accurate description
of the observed data. The measurement of the W -boson mass plays an essential role
in the particle physics since it can provide indirect proof of the physics beyond SM
when combining with the precise measurements of the Higgs boson and the top quark
masses.

In this chapter a theoretical background of the thesis is described. In the first
part a general overview of the SM is given. The motivation for the W -boson mass
measurement with the review of previous measurements is described in the following
section. Next, a phenomenology of proton–proton collisions with a description of the
W -boson production and decay mechanisms at hadron colliders is presented. This
chapter concludes with a description of the measurement strategy.

1.1 the standard model of particle physics

The SM of particle physics is a quantum field theory (QFT) formulated in the late
1960s, describing the fundamental particles of nature and their interactions, with the
exception of gravity. The gravity is described by general relativity and in the SM its
effects are negligible for energies up to the Planck scale (1019 GeV), which is far away
from the energies currently reachable at the collider experiments. The SM is based on
sets of fundamental spin-1/2 particles called fermions which interact through spin-1
particles called gauge bosons and spin-0 particle Higgs boson responsible for the origin
of mass. For each particle there is an antiparticle with the same mass, but opposite
charges. Fermions are grouped depending on the electric charge to leptons with integer
and quarks with third-numbered electric charges. Quarks (q) carry a color charge (r,
g, b) and are combined into colorless hadrons, which may be mesons (qq̄) or baryons
(qqq or q̄q̄q̄). There are 12 gauge bosons: eight gluons, g (mediators of the strong
interaction), three weak bosons, W+, W− and Z (mediators of the weak interaction)
and photon, γ (mediator of the electromagnetic interaction). Leptons interact via weak
interaction and also via electromagnetic if they are electrically charged. Quarks interact

5



Chapter 1. The Standard Model and the W -boson Mass Measurement

via all three interactions. Particles are classified by their basic quantum numbers
which are related to the invariance of the theory under symmetries. They are grouped
in three generations, each generation with the higher mass than the previous. The
first generation is formed of particles that are constituents of stable visible matter,
while the other two generations are formed of unstable particles. Figure 1.1 shows the
fundamental particles of SM of particle physics with their basic properties. Detailed
references for this section are the standard textbooks [1–3] and reviews [4, 5].

Figure 1.1: Graphical scheme of the particles in the Standard Model with their
basic properties [6]. The graviton, a hypothetical mediator of gravity, which is

outside of SM is also shown.

QFT [7] gives mathematical framework for construction of fields as quantum mech-
anical models of systems parametrised by an infinite number of dynamical degrees of
freedom. In QFT particles are associated to excited states of fields φi(x) depending
on the space-time coordinates x. Description of fermions is given with fermion fields
ψ(x), and vector fields Aµ(x) in case of gauge bosons. The dynamics and kinematics of
the theory are given by the Lagrangian densities L as a function of one or more fields
φi(x) and their derivatives ∂µφi(x). The Euler-Lagrange equation of motion, derived
from the principle of least action, is:

∂µ

(
∂L

∂(∂µφ)

)
− ∂L
∂φ

= 0. (1.1)

for each field in the Lagrangian.
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Chapter 1. The Standard Model and the W -boson Mass Measurement

The SM is characterised by a high degree of symmetry. According to the Noether
theorem [8], each continuous symmetry is associated to a conserved quantity, thus the
dynamics of a physical system can be described by its symmetry. For example, the
invariance under space translations corresponds to momentum conservation, invariance
under time translation leads to the energy conservation and invariance under rotation
gives angular momentum conservation. The field φ(x) under transformation U gives:

φ(x) → φ′(x) = Uφ(x). (1.2)

The transformations U describe a symmetry of the theory if the equations of motion
remain invariant. If U is a constant, then the transformation is global (internal), but
in case that U(x) is x-dependent then the transformation is local. For each sym-
metry of the theory, the set of all unitary transformations U form a Lie group [9]. If
the symmetry is commutative the group is referred as Abelian, for non-commutative
symmetries group is non-Abelian. For instance, the spin and mass of a particle are
associated with their representation of the Poincare group (non-Abelian Lie group),
which is the symmetry group of space-time and includes translations, rotations and
boosts. Electromagnetic interactions respect parity (P) and charge conjugation (C)
symmetries, while weak interactions are maximally P and C violating, and violate the
combined symmetry CP as well. The combined symmetry, CPT, where T is time
reversal, has never been observed to be broken by any force, and is believed to be
generally conserved in all Lorentz invariant QFT [7].

A gauge theory is QFT in which the Lagrangian is invariant under local trans-
formations under a gauge group, where gauge refers to the degrees of freedom of the
Lagrangian. The SM is non-Abelian gauge theory based on SU(3)C symmetry group
for strong interactions between the quarks and SU(2)L ⊗ U(1)Y for the electroweak
interactions between quarks and leptons. The index C denotes the color charge, in-
dex L refers to left-handed, while Y represents the hypercharge. The SM Lagrangian
density LSM consists from terms for electroweak LEW and strong interaction LQCD, the
Yukawa term LYukawa and, as well the Higgs sector term LHiggs:

LSM = LEW + LQCD + LYukawa + LHiggs. (1.3)

More details are given in the following sections. An important property of SM is
its renormalizability, used to address the divergence of integrals in perturbative cal-
culations.Renormalisation restores the predictive power of SM. The SM has 18 free
parameters which are all measured by experiments: six quark masses, three lepton
masses, four CKM (Cabibbo–Kobayashi–Maskawa [10, 11]) parameters, three gauge
couplings, the vacuum expectation value and the mass of the Higgs boson. Since some
of the parameters can’t be measured directly, like the three gauge constants, it is more
convenient to translate them into quantities that can be measured experimentally with
extremely high precision. The most precisely measured set of SM parameters consists
of the Fermi coupling constant (GF), the strong coupling constant (αs) and the mass of
the Z boson (mZ). Table 1.1 shows measured values of the free SM parameters. When
all free parameters are fixed, amplitudes for scattering processes and decay rates can
be calculated using perturbation theory with power series expansion in the dimension-
less reduced coupling constants of electromagnetic, weak and strong interaction. SM

7



Chapter 1. The Standard Model and the W -boson Mass Measurement

has been confirmed by many experiments with very good agreement to the theoretical
predictions.

Table 1.1: Measured values of the SM free parameters with their uncertainties [12].

Parameter Value

Fermion masses

Electron me = 510.9989461(31) keV
Muon mµ = 105.6583745(24) MeV
Tau mτ = 1.77686(12) GeV
Up quark mu = 2.2+0.6

−0.4 MeV
Down quark md = 4.7+0.5

−0.4 MeV
Strange quark ms = 96+8

−4 MeV
Charm quark mc = 1.27(3) GeV
Bottom quark mb = 4.18+4

−3 GeV
Top quark mt = 173.21(87) GeV

Couplings

Strong coupling constant αs(mZ) = 0.1181(11)
Fermi coupling constant GF = 1.1663787(6)× 10−5 GeV−2

Boson masses

W boson mW = 80.385(15) GeV
Z boson mZ = 91.1876(21) GeV
Higgs boson mH = 125.09(24) GeV

CKM parameters

Angle ϕ12 = 13.04(5)◦

Angle ϕ23 = 0.201(11)◦

Angle ϕ31 = 2.38(6)◦

Phase δ13 = 1.20(8) rad

1.1.1 Electroweak theory

The first ever defined QFT is the Quantum Electrodynamics (QED) which describes
electromagnetic interactions [13, 14]. QED is one of the most successful theories due to
its very accurate predictions. The most precisely validated prediction is the anomalous
magnetic moment of the electron [12]. QED is an Abelian gauge theory based on U(1)
symmetry group. Fermion with mass m is described with Dirac equation for a free
fermion field ψ(x):

(iγµ∂µ −m)ψ(x) = 0, (1.4)
where γµ are gamma matrices. The Lagrangian density L for this field is given with:

L = ψ̄(x) (iγµ∂µ −m)ψ(x), (1.5)

where the first part in the equation describes the kinetic energy of the free fermion field
and the second corresponds to the self interaction. The local gauge transformation of
the U(1) group is defined as:

ψ(x) → ψ′(x) = eiα(x)ψ(x), (1.6)

8
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where α(x) is a phase transformation (arbitrary continuous function of space-time). In
order for Lagrangian density to be gauge invariant under this transformation, covariant
derivative must be introduced and defined as:

∂µ → Dµ = ∂µ − ieAµ(x), (1.7)

where Aµ(x) is vectorial gauge field of the exchanged vector bosons of electromagnetic
interaction between fermions and e is the electric charge of the fermion. According to
the Noether theorem charge is conserved. The gauge transformation of the vectorial
field is defined as:

Aµ(x) → A′
µ(x) = Aµ(x)−

1

e
∂µα(x). (1.8)

Therefore, the Lagrangian density becomes:

L = ψ̄(x) (iγµ∂µ −m)ψ(x)− eψ̄(x)γµAµ(x)ψ(x), (1.9)

where the second term describes the electromagnetic interaction between the fermion
and photon field. A kinetic term for the photon field must be added, since photons
are observed as free particles. The kinetic term is defined from field strength tensor
Fµν = ∂µAµ − ∂νAµ. Then, the QED Lagrangian density becomes:

LQED = ψ̄(x) (iγµ∂µ −m)ψ(x)− eψ̄(x)γµAµ(x)ψ(x)−
1

4
FµνF

µν . (1.10)

Adding a mass term for the photon field in the Lagrangian density would violate local
gauge invariance. The QED coupling constant, related to the fine structure constant,
α = e2/4π ≈ 1/137 is very small which allows perturbative calculations.

Analogous to the electromagnetic interaction, the weak interaction was postulated
to explain the β decay. Then, after the great success of QED, the idea was to extend the
gauge invariance principle to model the weak interactions for non-Abelian symmetries.
However, compared to the QED, the theory of weak interactions is more complicated,
since these processes involve only left-handed fermions (right-handed anti-fermions),
and furthermore, there are charged and neutral current interactions. The charged
currents change the flavor of the left-handed fermion fields, whereas neutral currents
conserve the flavor. The Yang–Mills gauge theories were the first theories to model the
weak interaction based on SU(2)L symmetry group [15]. All fermions interact via weak
interaction. The left- and right-handed fermions are represented with wave functions
(spinors), respectively:

ψL =
1

2
(1− γ5)ψ and ψR =

1

2
(1 + γ5)ψ, (1.11)

where γ5 is defined with gamma matrices γµ, γ5 = iγ0γ1γ2γ3. Therefore, fermions
appear as families with left-handed doublets of quarks and leptons (I2 = 1/2 and
I3 = ±1/2) and right-handed singlets of quarks and leptons (I3 = 0):(

u
d

)
L

(
c
s

)
L

(
t
b

)
L

(
νe
e

)
L

(
νµ
µ

)
L

(
ντ
τ

)
L .

uR cR tR eR µR τR

dR sR bR

(1.12)
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Chapter 1. The Standard Model and the W -boson Mass Measurement

The electroweak model (EW) developed in the 1960s by Glashow, Weinberg and
Salam unifies electromagnetic and weak interactions under SU(2)L ⊗U(1)Y symmetry
group [16–19]. For energies below the electroweak scale, which is around 246 GeV, the
symmetry is broken. New quantum number is introduced after unification of this two
interactions: the weak hypercharge, Y , defined in a relation:

Q = I3 +
Y

2
, (1.13)

where Q is the electric charge and I3 is the third component of the weak isospin. The
SU(2)L has three generators with gauge fields: W 1

µ , W 2
µ and W 3

µ , while U(1)Y group
has one generator with gauge field Bµ. Therefore, the EW Lagrangian density is:

LEW =
3∑

j=1

iψ̄j(x)γ
µDµψj(x)−

1

4
W a

µνW
µν
a − 1

4
BµνBµν , (1.14)

with vector gauge fields:

W µν
a = ∂µW ν

a − ∂νW µ
a + gεabcW

µ
b W

ν
c and Bµν = ∂µBν − ∂νBµ, (1.15)

and covariant derivative given as:

Dµ = ∂µ + ig
σa
2
W a

µ + i
g′

2
Y Bµ, (1.16)

where g and g′ are coupling constants of the weak and electromagnetic interactions,
respectively, and σa are the Pauli matrices. Linear combination of vector gauge fields
yields physical fields W+

µ and W−
µ which mediate charged, and Zµ and Aµ which me-

diate neutral intaraction. The EW Lagrangian density describes fermions and gauge
bosons as massless particles, since additional mass term would break the local gauge
invariance. The invariance of the EW Lagrangian density under SU(2)L leads to weak
isospin I conservation, while the invariance under U(1)Y leads to weak hypercharge Y
conservation, according to the Noether theorem.

1.1.2 Quantum Chromodynamics

Quantum Chromodynamics (QCD) is non-Abelian gauge theory which describes strong
interaction based on SU(3)C symmetry group [20–23]. Quarks are represented by
triplets of fermion fields:

ψf (x) =

qrqg
qb

 , (1.17)

where f denotes the quark flavor and r, g and b represent the three colors conventionally
noted as red, green and blue, respectively. The QCD Lagrangian density is:

LQCD =
∑
j,k

ψ̄j (iγ
µDµ −m)jk ψk −

1

4
Ga

µνG
µν
a , (1.18)
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where j and k go through all flavors. The covariant derivative Dµ is defined with eight
generators of SU(3) symmetry group given by Gell–Mann matrices λa:

Dµ = ∂µ − igsG
a
µ(x)λa. (1.19)

The first term in the Lagrangian density represents kinetic term for quarks and their
interaction with gluons, while the second one is the kinetic term for the gluon field.
The field strength tensor Ga

µν is defined as:

Ga
µν = ∂µG

a
ν − ∂νG

a
µ − gsfabcG

b
µG

c
ν , (1.20)

where fabc are the structure constants of SU(3) group defined from commutation re-
lations of the Gell-Mann matrices [λa, λb] = ifabcλ

c, gs is the strong coupling constant
and Ga

µ(x) represents the gluon vector fields. The last term in the field strength tensor
represents the self-interaction of the gluon field. Since there is no gauge invariant mass
term in the Lagrangian density (as for QED), gluons are massless.

One of the fundamental parameters of QCD is the renormalised coupling constant
αs = g2s/2π which depends on the energy scale Q involved in the interaction process.
The coupling constant decreases as the energy scale increases. When a coupling con-
stant αs is known at some energy scale µr, i.e. renormalisation scale, the dependence
on Q is calculated using the perturbation theory. Figure 1.2 shows the running of
the strong coupling constant αs as a function of the energy scale Q with a compar-
ison between the theoretical predictions and measurements from different experimental
sources. As a consequence QCD shows two characteristic behaviours of quarks and

QCD αs(Mz) = 0.1181 ± 0.0011

pp –> jets
e.w. precision fits (N3LO)  

0.1

0.2

0.3

αs (Q
2)

1 10 100
Q [GeV]

Heavy Quarkonia (NLO)

e+e–   jets & shapes (res. NNLO)

DIS jets (NLO)

April 2016

τ decays (N3LO)

1000

 (NLO

pp –> tt (NNLO)

)
(–)

Figure 1.2: Summary of measurements of the running strong coupling constant αs

as a function of the energy scale Q [12].

their interactions: asymptotic freedom and confinement. Confinement represents the
fact that quarks and gluons cannot be observed as isolated states, they are only ob-
served as color singlet states of hadrons that have integer electric charge and zero
color charge. Asymptotic freedom represents decrease of interaction strength at short
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distances. As a consequence at short distances colored particles (gluons and quarks) in-
teract very weakly, i.e. behave as free particles. As a consequence of QCD confinement
and asymptotic freedom, perturbation theory can be used to describe high-energy pro-
cesses, but not in the low energy regime. Further, colored particles undergo so-called
hadronization, before they could possibly be observed. In the process of hadronization,
the colored objects are grouped into color singlet objects - baryons and mesons. A col-
limated jet of such baryons and mesons is detected in the detector, if the initial quark
or gluon is generated with high momentum and it originates from a hard-scattering
process.

1.1.3 Electroweak symmetry breaking

The EW theory (described in Section 1.1.1) predicts massless vector bosons and fer-
mions which is in strong disagreement with experimental data. The solution of this
problem was proposed by group of scientists Higgs, Brout, Englert, Guralnik, Kibble,
and Hagen in 1960s who developed a mechanism for spontaneous symmetry breaking
via the addition of a complex scalar doublet to the SM [9, 17, 24–28]. The concept of
spontaneous symmetry breaking is derived from phase transition in solid state physics
observed by Heinserberg in 1928 [29].

For a complex scalar doublet Φ(x) with four degrees of freedom:

Φ(x) =

(
Φ+

Φ0

)
=

1√
2

(
Φ1 + iΦ2

Φ3 + iΦ4

)
, (1.21)

the simplest possible potential that will respect SM symmetry is:

V (ΦΦ†) = µ2Φ†Φ + λ(Φ†Φ)2, (1.22)

with λ > 0. There are two possibilities for the sign of µ2 term: for µ2 > 0 the potential
V is a concave function of the field Φ with an absolute minimum in the origin of the
axis and the minimal energy of the field is unique and can’t break the symmetry; for
µ2 < 0 the minimum is not unique and corresponds to the circumference centred in the
origin. Figure 1.3 shows the Higgs potential projection V (Φ) with both possibilities
for the sign of µ2 term. Then, the EW Lagrangian density with kinetic term which is
invariant under local SU(2)× U(1) transformation is:

L = (DµΦ)
†(DµΦ)− V (ΦΦ†), (1.23)

with covariant derivative defined as in Equation 1.16. The stable minimum of the
potential can be derived from:

ΦΦ† =
−µ2

2λ
, (1.24)

which represents equation of 4-dimensional sphere. There are infinite number of solu-
tions with different phase. Each choice of Φ0 that breaks a symmetry, generates a
mass for a gauge boson. On the other hand, the invariant choice of Φ0, under gauge
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Figure 1.3: The projection of the Higgs potential V (Φ).

transformation will create massless gauge bosons (Goldstone bosons). Therefore, the
chosen field is:

Φ0 =
1√
2

(
0
υ

)
, (1.25)

where υ is the vacuum expectation value, defined as υ =
√

−µ2/λ.

When the Lagrangian density, Equation 1.23, is rewritten in terms of the scalar
complex doublet field Φ, requiring the symmetry to be local, the EW gauge fields are
written in terms of Bµ and W i

µ fields. The corresponding particles of EW fields are the
W± and Z bosons and the photon, defined as:

W±
µ =

1√
2

(
W 1

µ ∓W 2
µ

)
, (1.26)

Zµ = −Bµ sin θW +W 3
µ cos θW , (1.27)

Aµ = Bµ cos θW +W 3
µ sin θW , (1.28)

where θW is the Weinberg’s angle tan θW = g′/g and electric charge e = g′ cos θW =
g sin θW . The masses of the bosons also arise from the Lagrangian:

(DµΦ)
†(DµΦ) =

υ2g2

4
W+

µ W
−µ +

1

2

υ2(g2 + g′2)

4
ZµZ

µ + ... (1.29)

The photon is massless, while masses of W and Z bosons are:

mW =
1

2
gυ and mZ =

1

2
υ
√
g2 + g′ 2. (1.30)

Therefore, the Lagrangian density describes two massive gauge bosons with mass mW ,
one massive boson field with massmZ , one massless gauge field and one scalar field with
mass mH =

√
2λυ2, usually called Higgs boson, where the massless Goldstone bosons

disappeared. The fermion masses are generated by introducing an interaction term,
so called Yukawa term, between the lepton field and the Higgs field in the Lagrangian
density. The acquired fermion mass ismf = glυ/

√
2, where gl is the coupling parameter

of the scalar field to the fermions. The Higgs mechanism introduces arbitrary coupling
parameters for each fermion mass.

After almost 50 years of search for the Higgs boson, in 2012 was discovered by the
ATLAS [30] and CMS [31] experiments at the Large Hadron Collider (LHC).
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1.1.4 Limitations of the Standard Model

The SM has been tested in many ways, especially during the past 30 years at lepton
(LEP, SLC), lepton-hadron (HERA) and hadron colliders (Tevatron, LHC). It is one of
the most successful theories that precisely predicted a wide variety of phenomena (i.e.
the existence of Z, W± bosons). The predictive power of the SM is preserved beyond
tree-level computations and allows probing the quantum effects. Thus, the result of
the calculation is a clear prediction of the model which has been tested at the per mille
level. The SM has accurately predicted and matched cross section measurements over
10 orders of magnitude. Figure 1.4 shows the comparison of the latest measurements of
different SM production cross sections with the ATLAS experiment to the theoretical
predictions with an impressive agreement over many orders of magnitude. Therefore,
one can conclude that the SM describes the data up to the highest energies achieved
experimentally.

pp
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Run 1,2
√
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Figure 1.4: Summary of several SM total production cross section measurements
performed by ATLAS experiment, compared to the corresponding theoretical

expectations [32].

Despite the broad success of SM, there are still a number of theoretical and exper-
imental limitations to the theory [33]:

• Gravity is not included in the SM, therefore it is considered that SM is valid up
to the Planck scale 1019 GeV where gravity becomes important.
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• Dark matter and dark energy occupy almost 23% and 72% of the Universe, re-
spectively, and still these phenomena are unexplained. Within SM there is no
dark matter candidate with properties expected from experimental observations.

• There is 16 orders of magnitude difference between the electroweak and the Planck
scale, which is referred as the hierarchy problem. Thus, an unnatural fine-tuning
of the quadratically divergent quantum corrections for the mass of the Higgs
boson is needed.

• Within the SM there is no mass term for neutrinos, however the finite neutrino
masses are experimentally confirmed from neutrino oscillations.

• The matter-antimatter asymmetry in the Universe is unexplained, since they were
created in equal amounts after the Big Bang.

These open questions motivate further search for the physics beyond the SM. One of
the most considered theories as an extension of the SM is Supersymmetry (SUSY)
[34]. SUSY is based on a principle that there is a supersymmetric fermion (boson)
partner for every SM boson (fermion). SUSY partners are not yet experimentally
observed, therefore SUSY must be a broken symmetry at some energies. However,
the masses of the SUSY partners must not be too large, no more than a few TeV in
order to solve the hierarchy problem. SUSY provides solutions for some of the issues
with the SM: the lightest neutral particle is a candidate for dark matter, coupling
constants unify to exactly one at some energy scale, providing the unification of the
fundamental interactions. There are many ways to extend SM with SUSY, and the
minimal supersymmetric SM extension (MSSM) is the minimal phenomenologically
possible SUSY extension of SM with with minimal particle content.

1.2 motivation for the W -boson mass measurement

SM predicts relations between the W -boson mass mW , the Z-boson mass mZ , the fine
structure constant α and the Fermi constant GF. After replacing the terms for coupling
constants g and g′ in Equation 1.30 one gets:

m2
W

(
1− m2

W

m2
Z

)
=

πα√
2GF

. (1.31)

When using the most precise measurements for the Fermi constant, Z-boson mass and
the fine structure constant (see Table 1.1), the predicted W -boson mass from Equation
1.31 is mW ≈ 80.9 GeV which is 37σ away from the current world average value [12].
In order to precisely explain the experimental data, inclusion of radiative corrections
∆r is needed [35]:

m2
W

(
1− m2

W

m2
Z

)
=

πα√
2GF

(1 + ∆r). (1.32)

The radiative corrections describe contributions from the quantum fluctuations of the
vacuum and they are represented by loops. Significant contributions are coming from
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loops involving the top quark and the Higgs boson:

∆r = ∆rH +∆rt. (1.33)

The contribution from the tb̄ loop, ∆rt, is large due to the large mass difference between
the t and b quarks:

∆rt =
3GFm

2
t

8
√
2π2

(
cos θW
sin θW

)2

, (1.34)

where mt is top quark mass. The contribution from the Higgs loop ∆rH is:

∆rH =
11GFm

2
W

24
√
2π2

(
ln
m2

H

m2
W

− 5

6

)
, (1.35)

where mH is the Higgs boson mass. Therefore, the radiative corrections depend on
m2

t and lnm2
H . They also depend on the mW itself, so iterative procedure is needed

for mW calculation. Corrections from one-loop diagrams have a contribution of about
∆r ≈ 0.03. Figure 1.5 shows the Feynman diagrams for W -boson mass with one-loop
correction.

450 Tests of the Standard Model

W

→
W

+

t

+

W

H

+ ...

b!Fig. 16.15 The two largest loop corrections to the W mass.

q t

q t!Fig. 16.16 The lowest-order Feynman diagram for tt production in pp collisions at the Tevatron.

with this prediction. This direct observation of the effects of quantum loop correc-
tions provides an impressive validation of the electroweak sector of the Standard
Model.

Because the electroweak measurements are sufficiently precise to be sensitive
to quantum loop corrections, they strongly constrain possible models for physics
beyond the Standard Model; any new particle or interaction that gives rise to a
significant contribution to the quantum loop corrections to the W-boson mass will
not be consistent with the experimental data.

16.5 The top quark

The top quark is by some way the most massive of the quarks. In fact, with a
mass of approximately 175 GeV, it is the most massive fundamental particle in
the Standard Model, m(t) > m(H) > m(Z) > m(W). Because of its mass, the top
quark could not be observed directly at LEP and was only discovered in 1994 in pp
collisions at the Tevatron. In pp collisions, top quarks are predominantly produced
in pairs in the QCD process qq→ tt, shown in Figure 16.16.

Owing to its large mass, the lifetime of the top quark is very short. Consequently,
the top pairs produced in the process qq → tt do not have time to form bound
states, such as those observed in the resonant production of charmonium (cc) and
bottomonium (bb) states (discussed in Section 10.8). Because |Vtb| ≫ |Vts| > |Vtd|,
the top quark decays almost entirely by t→ bW+. Hence top quark pair production
and decay at the Tevatron (and at the LHC) proceeds mostly by

qq→ tt→ bW+ bW−.

Figure 1.5: W -boson mass propagator with loop corrections from top and bottom
quarks and Higgs boson.

Currently, the most accurate prediction for the W -boson mass in the SM is obtained
by combining the complete two-loop calculation with the known higher-order QCD and
EW corrections, which yields to an uncertainty of δmtheo

W ≈ 4 MeV [36]. The dominant
theoretical uncertainty on the mW prediction is from the parametric uncertainty caused
by the experimental uncertainty on the top quark mass. An experimental uncertainty
on top quark mass of δmt = 1 GeV generates a parametric uncertainty on mW of
δmW ≈ 6 MeV. The parametric uncertainty from the current experimental uncertainty
on the hadronic contribution to the shift in the fine structure constant is δmW =
2 MeV, while the experimental uncertainty on the Z-boson mass measurement gives
δmW = 2.5 MeV. The experimental uncertainty on the Higgs boson mass causes much
smaller parametric uncertainty on the mW prediction, δmW ≈ 0.2 MeV. The calculated
theoretical uncertainty, δmtheo

W ≈ 4 MeV, is much smaller than the present experimental
error on the mW measurement δmexp

W = 15 MeV [12]. The future projected theoretical
uncertainty is expected to be δmtheo

W ≈ 1 MeV from three-loop calculations [37].

If there is physics beyond the SM, then it contributes to the radiative corrections
via virtual effects of yet undiscovered particles. Depending on the model, there are
different possible contributions to the radiative corrections. In MSSM, the prediction
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of the mW depends on the masses, mixing angles and couplings of all MSSM particles.
Dominant contribution to the radiative corrections is coming from the superpartners
of top and bottom quarks, similar to the top-bottom loop corrections in the SM [38].
The dependence of mW on mt is shown in Figure 1.6. The green area shows allowed
area of the mW and mt taking into account the MSSM parameter space with the
limits from the Higgs searches at LEP, Tevatron and LHC, not the observed signal at
about mH = 125.6 ± 0.7 GeV. The red strip indicates the region where the MSSM
prediction for mW overlaps with the SM prediction, with mH = 125.6 ± 0.7 GeV.
The grey ellipse shows the 68% confidence limit of the current experimental results
for mW and mt (taken from [12]). A non-zero SUSY contribution tends to increase
the prediction for mW compared to the SM case. Figure 1.6 shows that the ellipse is
fully contained in the MSSM area, also the region with the best agreement between the
MSSM prediction for mW and the experimental result corresponds to relatively light
masses of SUSY particles. For example, very light superpartners of leptons (sleptons),
just above the LEP limit, could induce a shift in mW of about 60 MeV, while light
charged superpartners of bosons (charginos) can give corrections of up to 20 MeV [38].

Figure 1.6: mW as a function of mt [38]. The green region shows the mH bound
allowed region for the MSSM mW prediction. The red strip indicates the overlap
region of the SM and the MSSM, with mH = 125.6± 0.7 GeV. The two arrows

indicate the possible size of the contributions of the SUSY particles as explained in
the text. Plot on the right is zoom into the most relevant region, with the SM area

omitted.

A precise measurement of the mW is of great importance since it is highly sensitive
and probes the radiative corrections allowing the consistency test of the SM, as well
as testing the existence of the physics beyond SM. The direct searches for the physics
beyond the SM have not found any signal up to now, and in order to enhance the
sensitivity for discriminating between different models, it is useful to compliment them
with the precise measurement of mW .
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Chapter 1. The Standard Model and the W -boson Mass Measurement

1.2.1 Electroweak precision observables

After the Higgs boson discovery, the SM is over-constrained and all parameters of
the SM have been determined from direct measurements. Electroweak precision data
provide a very powerful check of the internal consistency of the SM. The effects of
the loop corrections are small, usually less than 1%, so they are significant only for
observables which can be measured with an equally high precision. Many observables
have been precisely measured at electron-positron colliders (LEP and SLC) and hadron
colliders (Tevatron and LHC).

The list of electroweak precision observables comprise of: mass and decay width
of the Z boson, mZ and ΓZ, mass and decay width of the W boson, mW and ΓW,
the top quark mass, mt, the Higgs-boson mass, mH , forward-backward asymmetries,
AFB in specific Z-boson decay channels and the hadronic contribution to the running
fine-structure constant evaluated at the Z-boson mass, ∆αhad(m

2
Z) [39].

Observables determined from the Z-boson lineshape [40, 41] are: number of light
neutrino flavors contributing to the invisible Z-boson decay width: Nν = 2.9841 ±
0.0083, mass and decay width of the Z boson, forward-backward asymmetry and ef-
fective weak mixing angle. Mass of the top quark has bean measured at Tevatron and
LHC, with a combined value of mt = 173.34 ± 0.76 GeV [42], the latest measurement
with the ATLAS experiment yields mt = 172.84±0.70 GeV [43], while the most recent
CMS combination for top quark mass measurements gives mt = 172.44 ± 0.49 GeV
[44]. The Higgs boson mass is measured by the ATLAS [30] and CMS [31] experi-
ments at the LHC, with the combined value of mH = 125.09 ± 0.24 GeV [45]. The
strong coupling constant is measured at LEP with low energies, HERA, Tevatron and
LHC, as shown in Figure 1.2. The Fermi coupling constant is extracted from muon
lifetime and is one of the most precise measured parameters with a relative uncertainty
of 500 parts-per-billion (10−9) [12]. Measured values of these parameters with their
experimental uncertainties are given in Table 1.1.

Mass and decay width of the W boson have been precisely measured at LEP and
Tevatron, more details about these measurements will be given in Section 1.2.3. Cur-
rent experimental accuracy of the mW measurement is 1.8 · 10−4 [12]. The importance
of mW as a precision observable relies on its accurate determination, both experiment-
ally and theoretically. The mass of the W boson is related to the masses of the top
quark and the Higgs boson as shown in Equation 1.32, and it is of great importance to
measure these quantities as precisely as possible.

The progress in experimental accuracy is much slower for mW measurement than
for mt and mH because of its complexity. Further experimental improvements are
expected at the LHC [39]. With a large dataset and sufficient time to understand and
improve systematic uncertainties, the measurement of the mH , mW and mt is expected
at the level of: δmH = 100 MeV, δmW = 10 MeV (with the final combination of
Tevatron measurements), δmt = 0.6 GeV.
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1.2.2 Importance and role of electroweak fits

The EW fits of the SM compare the precision measurements of electroweak observables
with accurate theoretical predictions calculated at multi-loop level. In the beginning,
the EW fits were used to test the validity of SM and to indirectly constrain remaining
free SM parameters before the direct discovery of remaining particles.

Before the Higgs boson discovery, the electroweak precision measurements allowed
stringent constraints on its mass with indirect determination. The indirect determ-
ination of the Higgs boson mass was derived from radiative corrections to precision
observables measured at LEP and SLC, processed by LEP Electroweak Working Group
[41]. For the W -boson mass and width the combination of LEP and Tevatron results
were used, while for the mass of the top quark Tevatron result was used. The statist-
ical model, from which the constraints on mt and mH were determined, was based on
an estimate of higher-order corrections to mW , with complete fermionic and bosonic
two-loop corrections, and it was made with the ZFitter package [46]. The remaining
theoretical uncertainties due to missing higher order corrections had been estimated
to be 4 MeV on mW and 4.9 · 10−5 on sin θW and thus negligible compared to the
experimental uncertainty or theoretical uncertainties from the light quark component
of the vacuum polarisation term. The result for the predicted Higgs boson mass was
89+35

−26 GeV, with χ2 of 17.3/13 (χ2 probability of 19%) [41].

The GFitter group has made studies of global EW fit to electroweak precision data
[39, 47]. The full list of used theoretical and experimental inputs is given in [39],
which for the first time provides a consistent set of calculations at next-to-next-to
leading order (NNLO) for all relevant input observables, together with the two-loop
calculations of the W -boson mass and the effective weak mixing angle. The global EW
fit gives χ2

min = 17.8 for 14 free parameters, this result shows good internal consistency
of the SM. Figure 1.7 shows a comparison of the global fit results with the direct
measurements, as well as with the indirect determinations for each observable. All pull
values, defined as deviations from the indirect determinations, are smaller than 3σ.
The biggest difference is observed for forward-backward asymmetry AFB in specific Z
decay channels. After including the mH in the fit, an improvement in the prediction
of the mW , mt and sin θW is observed. Besides the mt, other predictions have smaller
uncertainties than the ones from direct measurements. The SM fit with minimal input
corresponds to the input of minimal set of parameters: mH , all fermion masses, αs(m

2
Z)

and and three parameters defining the electroweak sector and its radiative corrections
(mZ , GF and ∆αhad(m

2
Z)). In order to test the sensitivity of the SM fit to the various

input observables, each of the observables is disabled in the fit and a log-likelihood
scan of the disabled observable is performed. In that way, an indirect determination
of the disabled observable is obtained. The result of the indirect determination is
shown in Figure 1.8, as the ∆χ2 profile as a function of mW (grey band) compared to
the ∆χ2 profile of the fit including the measurement of the mH (blue curve), and the
experimentally measured value is represented with a red point. The obtained value
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Figure 1.7: Comparison of the fit results (orange bars) with indirect determinations
(blue bars) and direct measurements (data points): pull values for the SM fit defined
as deviations to the indirect determinations [39]. The total error is taken to be the

error of the direct measurement added in quadrature with the error from the indirect
determination.

from indirect determination of the mW from the fit is:

mW = 80358.4± 4.6mt ± 3.0δtheomt
± 2.6mZ

± 1.8∆αhad

± 2.0αs ± 0.1mH
± 4.0δtheomW

MeV,
(1.36)

where the uncertainties of mW correspond to the experimental or theoretical uncer-
tainty of the observable given in subscript. The final result gives:

mW = 80358± 8 MeV. (1.37)

The predicted mW value differs by 1.8σ from the direct measurement, and the uncer-
tainty is smaller by a factor of two. The largest uncertainties on the mW prediction
are due to experimental and theoretical uncertainty on mt, followed by the theoretical
uncertainty on mW and experimental uncertainty on mZ . The theoretical uncertainty
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Figure 1.8: ∆χ2 profiles as a function of mW [39]. The blue band corresponds to
the result of the fit without the mW measurement. Grey band corresponds to the fit
result without mW and mH measurements. The SM fit with minimal input is shown
as a black line. The experimental world average of mW is indicated by a red point

with 1σ error bars.

on mW comes from unknown higher order contributions, estimated by assuming that
the perturbation series follow a geometric growth. The dominant sources are O(α2αs)
terms beyond the known contribution of O(G2

Fαsm
4
t ), O(α3) electroweak three-loop

corrections and O(α3
s) [36]. Comparison among mW , mt and mH gives an important

consistency test of the SM. Figure 1.9 illustrates the scans of the confidence level profile
of mW versus mt for various Higgs boson mass hypotheses. This result demonstrates
good internal consistency of the SM.
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Figure 1.9: Contours at 68% and 95% CL obtained from scans of mW versus mt

compared to the direct measurements for different mH hypotheses where the direct
mH measurement is included in the fit (blue area) or not (grey area) [39].

The fit of EW precision observables has been recently performed with an alternative
implementation by the HEPfit group [48]. The indirect determination of the mW yields
mW = 80362± 8 MeV, which is consistent with the result from the GFitter group.
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1.2.3 Previous measurements and LHC prospects

The W± and Z bosons were discovered in 1983 on UA1 and UA2 experiments at
CERN’s SPS proton–antiproton collider. The measured values for the W -boson mass
were mW = 81± 5 GeV and mW = 80+10

−6 GeV on UA1 [49] and UA2 [50], respectively.
Since then, many experiments measured the mass of the W boson as precisely as
possible. Figure 1.10 shows how the precision of mW changed with time since the
discovery.

Figure 1.10: Change of the precision of mW changed with time [12]. Different
measurements of the W -boson mass are represented by points on y-axis, while on the

x-axis is the year when the (result of) measurement is published.

The W boson has been studied and its mass measured at the LEP (CERN), by
4 experiments ALEPH [51] , DELPHI [52], L3 [53] and OPAL [54]. The W bosons
were produced in the reaction e+e− → W+W−. Compared to very precisely measured
Z-boson mass, the W -boson mass was more difficult to measure since the W bosons
can not be produced individually because of the charge conservation and also because
their leptonic decay channel includes a neutrino. The dependence of W+W− pair
production cross section on mW is large near the threshold of 161 GeV, allowing a
direct measurement of mW at these energies. At higher energies, 172 − 209 GeV this
dependence is weaker, therefore, the mass of the W boson has to be determined as the
invariant mass of its decay products. The mW was measured by reconstructing the W
boson which decays hadronicaly into quark pairs (W → qq̄) or leptonicaly into a lepton
and a neutrino (W → `ν, ` = e, µ, τ). The combined measured mass at LEP is [55]:

mW = 80376± 33 MeV. (1.38)

The uncertainty is dominated by the statistical component of 22 MeV, while the two
dominant systematical uncertainties come from the hadronization processes of the had-
ronic W -boson decay (14 MeV) and the measurement of the LEP beam energy (9 MeV).
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The W boson has also been studied at proton-antiproton collider at Tevatron by
CDF [56] and D0 [57] experiments. At hadron colliders the W -boson mass is measured
through the leptonic decays W → `ν (` = e, µ) only. The main difficulty in the
measurement of the mW at the Tevatron arises from the fact that the initial energy is
unknown since W bosons are produced from the valence quarks inside the protons, and
due to the presence of the neutrino in final state which disables the direct reconstruction
of theW -boson invariant mass. The measured values at CDF and D0 aremW = 80389±
19 MeV and mW = 80383± 23 MeV, respectively. The CDF experiment measured the
mW in both, electron and muon channels with only 20% of the available data, while
the D0 experiment published results only in electron channel with approximately 50%
of the available data. By combining results from the Tevatron experiments the mW

determination becomes very precise [58]:

mW = 80387± 16 MeV. (1.39)

In both CDF and D0 measurements the dominant experimental systematics is due to
the lepton energy scale (7MeV at CDF), while the dominant theoretical uncertainty
of 10MeV is due to the parton distribution functions (PDF) which describe the prob-
ability of extracting a parton of a given flavor with a fraction of the total energy of the
proton. Tables 1.2 and 1.3 show the full list of uncertainties for the mW measurement
at the D0 and CDF experiments, respectively.

Table 1.2: The uncertainties of the mW measurement at the CDF experiment [58].

Source Uncertainty [MeV]

Lepton energy scale and resolution 7
Recoil energy scale and resolution 6
Lepton removal 2
Backgrounds 3
Experimental subtotal 10
pT(W ) model 5
PDF 10
QED radiation 4
Production subtotal 12
Total systematics 15
Statistics 12

Total 19

Combination of LEP and Tevatron results yields an average value of:

mW = 80385± 15 MeV, (1.40)

which is dominated by the Tevatron measurements. Figure 1.11 shows measurements
of the W -boson mass by the LEP and Tevatron experiments with current world average
value.

The current measurements are mostly limited by statistical uncertainties, either
directly through limited W -boson samples or indirectly through limited calibration
samples. In proton–proton collisions at the LHC, an improvement of the W -boson mass
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Table 1.3: The uncertainties of the mW measurement at the D0 experiment [58].

Source Uncertainty [MeV]

Electron energy calibration 16
Electron resolution model 2
Electron shower modeling 4
Electron energy loss model 4
Recoil energy scale and resolution 5
Electron efficiencies 2
Backgrounds 2
Experimental subtotal 18
pT(W ) model 2
PDF 11
QED radiation 7
Production subtotal 13
Total systematics 22
Statistics 13

Total 26

measurement is foreseen. Initial estimates of the expected statistics and systematics
suggest that the measurement of the W -boson mass with a precision of the order
7 MeV per lepton channel could be reached [59]. The future expected experimental
improvement ofmW is foreseen at the ILC δmexp

W = 3−4 MeV, the FCC δmexp
W = 1 MeV,

and the CEPC δmexp
W = 3 MeV colliders (more details about future colliders is given in

Chapter 2) [39].
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Figure 1.11: The measurements of the W -boson mass by the LEP and Tevatron
experiments [12].
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1.3 electroweak bosons at hadron colliders

One major advantage of hadron colliders is in abundant production of W and Z bosons
via Drell-Yan (DY) process [60]. Since hadrons are composite objects, the actual
interaction happens among its constituents, which makes the study of processes in
hadron collisions complicated.

Protons consist of three valence quarks, two u and one d quark, which are exchan-
ging gluons between themselves. Gluons can create virtual pairs of a quark and its
anti-quark, commonly known as sea of quarks and gluons. The phenomenological for-
mulation for describing processes inside the proton, known as the parton model, was
proposed by Feynman in 1969 in order to analyse high-energy hadron collisions [61].
Thus, protons are described as collections of point-like particles, partons, bound to-
gether by their interactions. All objects inside the proton are called partons: gluons,
valence- and sea-quarks. This nomenclature derives from the first observations of ele-
mentary particles inside protons in deep inelastic scattering (DIS) experiments [61].

In the next part a phenomenology of the proton–proton collisions is described,
followed by the W -boson production and decay in proton–proton collisions.

1.3.1 Phenomenology of proton–proton collisions

The scattering processes in general can be classified as:

• Elastic scattering : represents collisions of particles in which the total kinetic
energy of the particles is conserved, the colliding particles remain intact and
momentum transfer is small.

• Inelastic scattering : occurs when the total kinetic energy of the colliding particles
is not conserved, and one or both of the colliding particles may dissociate into a
system of particles. Inelastic scattering, depending on the momentum of produced
particles, can be further separate into:

– Soft scattering, where one or two of the protons dissociate into a system
of particles with low momenta. One can distinguish diffractive and non
diffractive (also called minimum bias) events characterised by production
of a high number of charged particles events. Soft processes are dominated
by non perturbative QCD effects, which are not well modeled by the event
simulation, as described later.

– Hard scattering, where one or two of the protons dissociate into a system
of particles with high momenta, like DY processes. In a hard scattering
processes the quarks and gluons behave as free particles (due to asymptotic
freedom), and the perturbative QCD can be used for accurate predictions
[62]. Usually, the hard scattering processes are accompanied by soft in-
teractions with effects which are included in phenomenological models up
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to some degree of accuracy. A typical hard scattering process is shown in
Figure 1.12. This process contains particles that originate from the two out-
going partons and remaining particles after a parton is knocked out of each
of the initial two beams of hadrons, i.e. beam-beam remnants. The result-
ing partons lose energy through the parton shower, where soft and collinear
quarks and gluons are radiated off until confinement starts to dominate. The
recombination of partons into color neutral hadrons is called hadronisation.
These hadrons may subsequently decay into other hadrons, neutrinos, or
leptons, resulting in a shower of particles. Apart from the hard scattering, a
hard gluon (or a photon) can be radiated off the scattering partons. This is
collectively referred to as initial or final state radiation (ISR or FSR). The
proton remnants which do not participate in the hard scattering are colored
states and due to the confinement they interact mostly via soft scattering
among each other and to the hard scattering remnants to form color neutral
states. This hadronisation leads typically to soft jets along the direction
of the beam, but can also enter the detector. This is referred to as the
underlying event (UE).

Figure 1.12: Schematic diagram of a hard scattering process [62].

In a hard scattering event, the momentum of the proton P is distributed among its
constituent’s partons: every parton i carries a fraction xi of the protons momentum,
pi defined as xi = pi/P . The squared momentum transfer in the process is so called
energy scale Q2. The longitudinal momentum of the interacting parton–parton system
is unknown, since it depends on the known four-momenta of the colliding protons and
also on the unknown momentum fractions x1 and x2 of the two colliding partons. The
probability of finding a parton of a given flavor i with a momentum fraction xi of the
total proton momentum at the energy scale Q2, is described by parton distribution
functions (PDF) fi(xi, Q2). The PDFs are solutions of the Dokshitzer-Gribov-Lipatov-
Altarelli-Parisi (DGLAP) equations, which determine their evolution with the scale Q,
but the x dependence can’t be calculated analytically [63–65].

The x dependence of the PDFs is determined from a global fit to experimental
data originating from various sources. The DIS cross section measurements, both from
fixed target lepton-nucleon experiments (electrons, muons and neutrinos scatter off
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hydrogen, deuterium and nuclear targets), constrain quark and gluon PDFs at high x,
while the electron-proton collisions at HERA constrain them at low x. Yet, the DIS
measurements mostly determine information about the valence quarks. To probe the
sea (anti)quarks and gluon PDFs, other datasets are used as well, such as: fixed target
DY data to constrain high x sea quarks, single jet inclusive production cross section
at the Tevatron and LHC contributing to the high x gluon PDFs, and the Z- and
W -boson production cross sections at the Tevatron and the LHC, which are sensitive
to up and down quark distributions, and their anti-quark counterparts. The PDFs
obtained from these fits depend on a large number of parameters, which, apart from
the assumptions about the PDFs, originate from the choice of dataset, the specifics
of the perturbative QCD calculation, the correlation between αs and the PDFs, the
treatment of the heavy quarks and the uncertainty treatment. As each group differs
for each of these points, the resulting PDFs will differ as well. Figure 1.13 shows the
Q2 − x map probed with the different experiments, with the area that corresponds to
Z- and W -boson production at LHC clearly marked.
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Figure 1.13: Dependence of the squared momentum transfer Q2 as a function of the
momentum fraction x of a parton on the proton momentum [66]. Areas probed by

the experiments are marked as shaded areas.

Each of the parameters used in the fit to experimental data has a corresponding
uncertainty. The minimisation techniques applied in the determination of PDFs are
usually based on the Hessian method [67]. This method leads to a best fit value for
each of the parameters, with a corresponding χ2 distribution. For every parameter of
PDFs, the deviation is determined given a certain tolerance in the change in χ2. This
tolerance in different parameters gives a set of eigenvectors which describe the complete
parameter set including the given confidence ranges (68% or 90%).

There are several collaborations that provide complete sets of PDFs, which have
different number of parameters of the fit model and different experimental data used
to fit the processes of interest. The most common sets are CTEQ [68], MSTW [69]
and NNPD F[70]. An example of a PDF sets from CTEQ is CT14 for different values
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of the Q2 scale is shown in Figure 1.14. The probability of finding a parton of a given
flavor inside the proton diverges at low x since it corresponds to virtual partons with a
low energy for which the splitting of gluon to quark-antiquark pair is more likely. The
bulk of the momentum fraction of the proton is carried by its valence quarks, and not
by the sea. With the increase of the momentum transfer Q2, the gluon contribution
also increases.
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Figure 1.14: CT14 PDFs sets for u, ū, d, d̄, s quarks and gluons for two fixed values
of the scale: Q = 2 GeV and Q = 100 GeV [71].

Figure 1.15 shows the schematic diagram of a proton–proton collision, where only
partons a and b participate in the interaction. To quantify the interaction rate between
the two hadrons, it is common to use a hadronic cross section. The relation between
the hadronic and partonic cross section is given with:

σA+B→X(µf, µr) =
∑

a∈A,b∈B

∫
dxadxbfa/A(xa, µf)fb/B(xb, µf)σ̂ab→X(µf, µr), (1.41)

where a and b represent partons within protons A and B with momentum fractions xa
and xb, respectively, and σ̂ab→X is the hard scattering cross section for those partons.
The sum runs over all parton flavours contributing to the process. Interacting quarks
can radiate off gluons where the probability of emitting a (collinear) gluon increases for
decreasing momentum of the radiated gluon, resulting in divergent integrals in the cross
section calculation. Divergent integrals can be managed by separating the divergent
part from the finite terms at a factorisation scale, µf. The divergent terms are absorbed
into the PDFs using the factorisation theorem [72], leading to an infrared safe expression
of the partonic cross section, which can still be calculated perturbatively. The µf is
usually taken as the mass of the outgoing system of particles (µF ≈ mX). The µr is the
renormalisation scale which defines the QCD running coupling and the renormalisation
αs. In the computation of observables such as the cross sections, only a finite number of
terms can be calculated, which all depend on µr. The renormalisation scale is usually
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chosen to be equal to the energy scale of the interaction, as this choice eliminates
large logarithms in the loop diagrams, and therefore optimises the convergence of the
perturbative expansion [72]. However, choice of the µr represents the source of an
uncertainty in the calculation. It is also common to choose the factorisation to be the
same as renormalisation scale (µf = µr).

Figure 1.15: Schematic diagram of a proton–proton collision, labeled A and B,
where partons a and b participate in hard interaction [62].

The parton level hard scattering cross section is calculated using perturbative QCD
as a power series expansion of αs:

σ̂ab→X = σ̂0 + αs(µ
2
R)σ̂1 + α2

s(µ
2
R)σ̂2 +O(α3

s), (1.42)

where the first term represents the cross section calculated at leading order (LO), and
each subsequent term will add higher order calculations, i.e. the second term adds
next-to-leading order (NLO), and the third term adds next-to-next-to-leading order
(NNLO). Thus, for processes calculated at LO, no radiative corrections are added to
the initial or final states and only the matrix element computation is present. In NLO
calculations, real emissions (extra partons) or virtual corrections are included, each of
them carrying a proportionality to αs. In the case when the perturbative series does
not converge because of the presence of large logarithms coming from the phase-space
integration of soft and collinear gluon singularities, the so-called logarithmic resumation
technique is used. This technique involves a definition of another convergent function
in which the individual terms of the original functions are rescaled and summed to
the fixed order contribution to restore the convergence. The first term of the series
represents the leading-log (LL) contribution, the second one the next-to-leading-log
(NLL) and so on.

The production cross section of main SM processes in proton–proton collisions at
the LHC and proton-antiproton collisions at the Tevatron as a function of centre of the
mass energy

√
s is shown in Figure 1.16. The production of W and Z bosons is more

abundant at the LHC than at the Tevatron.
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Figure 1.16: Production cross sections for various processes as a function of the
centre of mass energy in hadron collisions [69].

1.3.2 W -boson production and decay

In proton–proton collisions, the W bosons at LO are produced in the DY process of
quark-antiquark annihilation. At the LHC, W+ boson is produced with valence u and
sea d̄ quarks and W− boson from valence d and sea ū quarks. Since protons consist
of two u and one d valence quark, in proton–proton collisions at the LHC, the total
number of produced W+ bosons is larger. The next largest contribution for W -boson
production is from sea c and s quarks, contributing with 17% for W+ and 23% for W−

bosons. Although these are sea-sea processes, they dominate the Cabibbo suppressed
process from u and s valence-sea contribution [73]. The flavor decomposition for W
production at LO is shown in Figure 1.17. Table 1.4 shows a summary of contributing
processes to the W -boson production at LO, NLO and NNLO.
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W+ and W− bosons [73].

The four-momenta of the interacting partons for the W -boson production at LO
(Born level), is given by:

pµ1 =

√
s

2
(x1, 0, 0, x1) and pµ2 =

√
s

2
(x2, 0, 0, x2). (1.43)

where the parton masses are neglected, assuming that the partons are exactly collinear
with the colliding protons. The sum of the four momenta of the W -boson decay
products is defined as:

ŝ = (pµ1 + pµ2)
2 = sx1x2. (1.44)

Then the mass of the W boson is:

ŝ = m2
W . (1.45)

Thus, assuming x1 ∼ x2, the typical momentum fraction involved in the W -boson
production is x ≈ mW/

√
s. The produced W boson has energy and longitudinal
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Table 1.4: The different contributing processes to the W -boson production at LO,
NLO and NNLO.

Order Process

α0
s (LO) q + q̄ →W

α1
s (NLO) q + q̄ →W (one-loop corrections)

q + q̄ →W + g
q(q̄) + g →W + q(q̄)

α2
s (NNLO) q + q̄ →W (two-loop corrections)

q + q̄ →W + g (one-loop corrections)
q + q̄ →W + g + g
q(q̄) + g →W + q(q̄) (one-loop corrections)
q(q̄) + g →W + q(q̄) + g
q + q̄ →W + q + q̄
q(q̄) + q̄(q) →W + q(q̄) + q̄(q)
g + g →W + q + q̄

momentum given by:

E =

√
s

2
(x1 + x2) and pWL =

√
s

2
(x1 − x2). (1.46)

The total partonic cross section, from Equation 1.42, is calculated from the matrix
element of the process [12]:

σ̂(ŝ) ∝
(
GFm

2
W√
2

)2
ŝ

(ŝ−m2
W )2 −m2

WΓ2
W

, (1.47)

where the last fraction corresponds to the relativistic Breit-Wigner resonance distribu-
tion, which depends on ŝ. The Breit-Wigner resonance is a peak distribution at mW

with width ΓW.

The W -boson decay modes are shown in Table 1.5. The decays are distributed
nearly equally between the three lepton flavors. Since the dijet cross section at hadron
colliders is several orders of magnitude larger than the W -boson cross section, as shown
in Figure 1.16, the hadronic decay modes of W bosons are not usable for the W -boson
mass measurement, although the branching ratio is much higher than for the leptonic
decays. The W → τν decays are also not used for the W -boson mass measurement,
since τ decays have a neutrino in the final state and the momentum measurement of a
τ lepton is not as precise as that of an electron or muon. Therefore, for precision mW

measurement only two decay modes are used: electron and muon.

As mentioned before, colliding partons carry only a fraction of the proton energy,
thus the total initial energy in longitudinal direction is not known, which is a difficulty
for the precision W -boson mass measurement at hadron colliders. The other reason
for complexity of this measurement is the existence of the neutrino in the final state in
the electron and muon decay channels.
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Table 1.5: The W -boson decay modes [12].

Decay mode Branching ratio [%]

W → eν 10.71± 0.16
W → µν 10.63± 0.15
W → τν 11.38± 0.21
W → hadrons 67.41± 0.27

The lepton momentum in the transverse plane is given with:

p`T =
mW

2
sin θ, (1.48)

where θ is the angle between the lepton and the parton direction, and p`T ≤ mW/2.
The lepton transverse momentum can be transformed into:

p`T
2
=
ŝ

4
sin2 θ =

ŝ

4
(1− cos2 θ). (1.49)

The dependence of the W -boson production as a function of the lepton transverse
momentum is given by:

dσ

dp`T
=

dσ

d cos θ

d cos θ

dp`T
, (1.50)

where the second term can be calculated from Equation 1.49:

d cos θ

dp`T
=

4p`T
ŝ

(
1− 4p`T

ŝ

)−1/2

. (1.51)

The last term has a singularity for p`T =
√
s/2 ∝ mW/2, causing the characteristic

maximum (commonly denoted as Jacobian peak) visible in the transverse momentum
distribution of the W -boson decay products. By measuring the location of the Jac-
obian peak, the mW can be measured. The same peak is observed in the neutrino
transverse momentum distribution, which can be experimentally measured with the
missing transverse energy as discussed in Section 3.4, and in the transverse mass dis-
tribution, more details on these distributions is given in Section 1.4.2. The first term
in Equation 1.50 is describing the angular distribution of the W -boson decay products:

dσ

d cos θ
∼ (1− λq cos θ)2, (1.52)

where q is the charge of the lepton and λ is a parameter that depends on helicity.
At LO, the W bosons are produced in the direction of one of the protons, thus the
helicity is λ = +1 if x1 > x2 and λ = −1 if x1 < x2. The parton with higher x
gives a longitudinal boost to the W boson and defines its direction of motion. As
explained previously, the electroweak interactions couples only to left-handed fermions
and right-handed anti-fermions. In the high energy limit, the helicity is a conserved
quantum number and only negative helicity fermions and positive helicity anti-fermions
are involved.
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When higher-order terms in QCD are considered the differential DY cross section
can be parametrised as:

dσ

dp2T dφ d cos θ
∝(1 + cos2 θ) + A0(1− 3 cos2 θ)

− A1q sin 2θ cosφ+
1

2
A2 sin

2 θ cos 2φ

+ A3 sin θ cosφ+ A4q cosφ

+ A5 sin
2 θ sin 2φ+ A6q sin 2θ sinφ

+ A7 sin θ sinφ, (1.53)

where pT and q are the transverse momentum and charge of the boson, Ai are pT-
dependent coefficients where the effects of QCD are folded, and φ and θ are the azi-
muthal and polar angles of the lepton produced in the decay in the Collins-Soper frame
[74]. The Collins-Soper frame corresponds to the rest frame of the W boson where the
plane of the incoming quarks defines the xz-plane and the y-axis is perpendicular to it.
The azimuth and polar angles are defined by the lepton decaying from the W boson.

1.4 measurement strategy

The W boson has been studied in great detail at the LEP and the Tevatron colliders, as
well as at the LHC. Previous measurements of the mW are described in Section 1.2.3.
Currently, the most precise measurement is from Tevatron’s CDF experiment with a
total uncertainty of δmW = 19 MeV.

This section provides an overview of the strategy for the W -boson mass measure-
ment at the LHC with the ATLAS detector. First, the challenges of the mW meas-
urement at hadron colliders are described, emphasising the differences between the
Tevatron and the LHC. Then, the definition of the variables that are used for extrac-
tion of the mW is given, concluding with the description of the fitting procedure and
the methodology used for evaluation of the systematic uncertainties.

1.4.1 Challenges in the W -boson mass measurement at hadron colliders

The W -boson events are detected through their leptonic decays in electron and muon
channels. The W -boson candidates are selected by requiring exactly one lepton (elec-
tron or muon) with high transverse momentum and the presence of large missing trans-
verse energy in the event, originating from the neutrino. The neutrino in the event
cannot be directly reconstructed, therefore the neutrino energy is determined by bal-
ancing the detected energy in the transverse plane with respect to the beam position.

Measurement of the mW with a desired accuracy represents a major challenge for
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the ATLAS experiment at the LHC. It requires a true understanding of the detector’s
performance and limitations, and that is reached via multiple analysis stages. Two
main objects that need to be measured precisely are the lepton (electron and muon)
and the neutrino. The main theoretical inputs needed for this measurement consist of
higher order corrections in the perturbative expansion of the strong-coupling constant
αs, non-perturbative QCD effects, PDFs and the lepton angular distribution [75, 76].

Comparing to the Tevaton measurements, at LHC there are:

• Much higher number of additional proton–proton interactions (pile-up)
Beside the proton–proton interaction of interest, there are other collisions which
happen at the same time since the LHC is colliding two bunches of protons
(around 1011 protons per bunch). Therefore, events from the other interactions
are detected which degrades the resolution of the measurement of the hadronic
activity.

• Different production mechanisms
W -boson production has a larger contribution from sea quarks at the LHC than
at the Tevatron. At the LHC, the W -boson production that involves charm and
strange quarks is approximately 25% of the inclusive production rate. While, at
the Tevatron, only 5% of the inclusive W -boson production rate involves charm
and strange quarks. The PDFs of both charm and strange quarks are currently
very poorly constrained [75]. Due to the enhanced contribution of heavy flavor
in W -boson production at the LHC with respect to the Tevatron, an improved
knowledge of the PDFs is required [75].

• Higher statistics samples
At the LHC, the W -boson production cross section is roughly an order of mag-
nitude higher than at the Tevatron (Figure 1.16). Therefore, higher cross section
for the production of W and Z bosons and higher integrated luminosity at the
LHC compared to the Tevatron allows for higher statistics samples of W -boson
events which will improve the statistical sensitivity. Also, at the LHC, there are
higher statistics calibration samples J/ψ → `` and Z → `` (` = e, µ), used for
reducing the systematic uncertainties [59].

Experimental calibration of the detector is performed by exploiting the well defined
Z-boson resonance in electron and muon channels. Lepton momentum is calibrated
using precisely measured mass of the Z boson [77–79], while the hadronic activity in the
calorimeter is calibrated using the expected momentum balance with the reconstructed
Z-boson transverse momentum. Tag-and-probe method is employed for the charged
lepton identification and reconstruction efficiency corrections. Finally, the experimental
calibration is validated with the W -boson like events created from the Z-boson events
by treating one of the charged leptons as a neutrino.

Expected uncertainties that can be achieved at the LHC with the data correspond-
ing to an integrated luminosity of 10 fb−1 at

√
s = 14 TeV according to [59] are:

statistical 2 MeV for each channel, lepton energy scale 4 MeV and resolution 1 MeV
per channel, efficiency 4.5 MeV for electron and 1 MeV for muon channel, recoil scale
and resolution 5 MeV per channel. The estimated theoretical uncertainties are: PDFs
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20 MeV, pWT modeling 3 MeV. These uncertainties can be compared at the Tevatron
experiments [58]:

δmstat.
W ≈ δmexp.

W ≈ δmtheo.
W ,

and at the LHC:
δmstat.

W < δmexp.
W < δmtheo.

W .

In conclusion, at the LHC, compared to the Tevatron measurement, the statistical
sensitivity is better, the experimental level of accuracy is similar while the theoretical
uncertainties are higher.

Expected dominant source of systematical uncertainty on mW measurement at the
LHC is PDF. It can be reduced by selecting only lower part of the W -boson transverse
momentum distribution which makes the Jacobean peak of the p`T distribution steeper
and it suppresses the contribution from quark-gluon scattering [75].

1.4.2 Inputs to the W -boson mass measurement

Observables which are used for the mW measurement are defined in the transverse
plane. The mass of the W boson is measured from sensitive observables, i.e. those
that have a sharp Jacobian peak at the mW or mW/2. There are three mass-sensitive
observables:

• Lepton transverse momentum p`T, the lepton momentum in the transverse plane
with Jacobian peak at mW/2. The Jacobian peak for p`T distribution is smeared
down by the W -boson transverse motion (non-zero pWT ). The advantage of p`T
distribution is that it is the best measured quantity in the event. The p`T distribu-
tion is sensitive to the lepton energy calibration, the modeling of the transverse
momentum of the W boson and the PDFs [59].

• Neutrino transverse momentum pνT, the neutrino momentum in the transverse
plane with Jacobian peak at mW/2. This distribution is less sensitive to the
modeling of transverse momentum of the W boson, but it is largely affected by
the multiple interactions per bunch crossing which results in very poor resolution
and it is not used in this measurement.

• Transverse mass of the W boson mT, defined as:

mT =
√

2p`Tp
ν
T(1− cos∆φ), (1.54)

where ∆φ is the azimuthal angle between the lepton and the neutrino. The
transverse mass has the form of an invariant mass but without any information
from the longitudinal direction with a Jacobian peak at mW . This observable is
at first order insensitive to pWT , but depends on the poor resolution of the missing
transverse momentum (originating from the neutrino) and additional proton–
proton interactions.

36



Chapter 1. The Standard Model and the W -boson Mass Measurement

At LO, in the rest frame of the W boson the charged lepton and the neutrino are
back-to-back, therefore p`T and Emiss

T have a sharp Jacobian peaks at exactly mW/2,
while themT distribution has a sharp peak atmW . At higher orders, the pWT is non zero,
due to the initial gluon radiation off the interacting quarks and the initial transverse
momentum of the interacting quarks, leading to the smearing of the Jacobian peak.
Therefore, when aW boson is not produced with zero momentum, the lepton transverse
momentum vector is (to the first order in the ratio of the pWT and W boson energy):

~p `
T ≈ ~p ` rest

T +
1

2
~p W
T , (1.55)

where ~p ` rest
T is the lepton transverse momentum in the rest frame of the W boson, and

the ~p W
T is the transverse momentum of the W boson. The magnitude of the lepton

transverse momentum is (to the first order of pWT /p`T
rest):

p`T ≈ p`T
rest

+
1

2
pW‖ , (1.56)

where pW‖ is the ~p W
T projected along the lepton axis. On the other hand, the transverse

mass has a second order dependence of the pWT , by combining the W -boson transverse
momentum ~p W

T = ~p `
T + ~p ν

T with the Equation 1.54:

1

2
mT ≈ p`T − 1

2
pW‖ . (1.57)

After comparing the last equation with Equation 1.56, the result is:

1

2
mT ≈ p`T

rest
. (1.58)

Therefore, at first order, mT does not depend on the transverse momentum of the W
boson and the Jacobean peak of mT is not smeared by non-zero pWT .

Figure 1.18: Mass sensitive distributions: p`T (left) and mT (right) showing the
Jacobian edge and the effect of smearing due to non-zero pWT and detector resolution.
The black line represents the shape of the distribution with pWT = 0, the red dashed
line is for non-zero pWT , while blue dashed line shows the shapes of the distributions

including the effect of detector resolution and response [76].
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The detector resolution also smears the Jacobian peak. The precision with which the
Jacobian peak can be reconstructed determines the precision of the mW measurement.
Figure 1.18 shows p`T and mT distributions from Monte Carlo simulation (details about
the simulation is given in Chapter 3) and the effect of the smearing of the Jacobian
peak, the lepton resolution is about 2%, while the accuracy of Emiss

T determination has
a resolution of about 20-30% [76]. The smearing of the Jacobian peak due to non-zero
pWT is larger for the p`T than for the mT distribution (as expected from Equations 1.56
and 1.58).

The measurement of the mW at the 10 MeV precision level requires understanding
of the shape of the p`T distribution at the 1 per mill level or better. In order to show
the sensitivity of p`T and mT observables, examples of these distributions at ATLAS
experiment with 50 MeV shifts around the mW peak are shown in Figure 1.19.
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Figure 1.19: Examples of p`T and mT distributions with 50 MeV shifts around the
mW peak [80].

1.4.3 Template fit method and propagation of systematics uncertainties

For the determination of the mW , the correlation between the W -boson mass and the
kinematic peaks of its decay products is used. This is so-called template fit approach,
it was used for previous mW measurements by D0 and CDF experiments. The ad-
vantage of the template fit method is the possibility to study in details the impact
of different experimental and model dependent systematic uncertainties. Predictions
for different mW (templates) are obtained from a single simulated reference sample,
by reweighting the W -boson invariant mass distribution according to the Breit-Wigner
parameterisation (Equation 1.47). The reweighting is performed analytically, using the
LineShapeTool code [81]. The W -boson width is scaled according to ΓW ∝ m3

W . In
order to verify the accuracy of this reweighting procedure, the reweighted resonance
is compared to the distributions explicitly generated by setting the W -boson mass, as
shown in Figure 1.20.
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Figure 1.20: Comparison of reweighted and generated invariant mass distributions,
for several values of mW . The full line represents the main sample with the reference
mass, and the dashed lines are the results of the reweighting to ∆mW = −100 MeV

and ∆mW = +50 MeV. The points represent the result of event generation runs
setting mW = 80300 MeV and mW = 80450 MeV on input. Plots taken from [81].

The templates are compared to the observed distributions, and χ2 compatibility is
calculated for each template:

χ2 =
N∑
i=1

(f1,i − f2,i)
2

σ2
f1,i

+ σ2
f2,i

, (1.59)

where the summation runs over the distribution bins, f1,i is the number of entries
in bin i of the first distribution, f2,i is the number of entries in bin i of the second
distribution, σf1,i and σf2,i correspond to the uncertainties on bin i in the first and
second distribution, respectively. The mass is determined from the minimum of fitted
parabola to the χ2 profile as a function of the mW used in the templates, as shown in
Figure 1.21.

In order to test the detector calibration and the physics modeling, the mW fits are
performed for W+ and W− in electron and muon decay channels. Any inconsistency
in mW between electron and muon channel would point to a problem in detector calib-
ration, while consistent charge dependency would point to a problem of the underlying
physics model. A detailed description of the different measurement categories is given
in Chapter 6.

The total statistical uncertainty is estimated from the width of the χ2 parabola. Sys-
tematic uncertainties are evaluated by comparing the nominal template with pseudo-
data produced from the nominal template by varying each source of uncertainty. Then,
the difference in the values of the mW extracted from the nominal template and
pseudodata is used to estimate the uncertainty. After the estimation of all sources
of uncertainties, an optimisation of the fitting range is performed by minimising the
total expected measured uncertainty.
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Figure 1.21: Example of the fitted parabola (red line) used to extract the global
minimum of the χ2 function [81].

In order to ensure unbiased measurement of the mW , templates are blinded. The
blinding procedure is based on shifting of the reweighting target mass by a random value
from a uniform distribution with a width of ±100 MeV centred around the nominal mass
value. The same blinding shift is used for W+- and W−-boson processes. The blinding
is removed when the overall consistency between different measurement categories is
observed.
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2Experimental Setup

Progress in modern particle physics is governed by the development of accelerators and
construction of complex detectors. By the middle of the XX century the cosmic rays
were the basic sources of particles in experimental particle physics. The particle ac-
celerator is a device that accelerates beams of charged particles to increasingly higher
energies. The advent of particle accelerators introduced controlled experimental condi-
tions and allowed for particle physics to prosper further. The first accelerators relayed
on electrostatic principles and accelerated ions up to energies of only few tens of keV.
Progress in particle accelerators can be achieved by increasing the energy of the particles
and by increasing the beam intensity. The most common choice for particles which are
used in accelerators are electrons and protons as well as their anti-particles. Today,
the world’s largest particle accelerator is the Large Hadron Collider (LHC) which is
designed to accelerate protons up to energies of 7 TeV in order to search for answers
to fundamental questions in particle physics.

The development of particle detectors is the other key ingredient for progress in
particle physics. From the first small and primitive detectors (x-ray films) to the large
multipurpose detector systems which exploit the fact that particles can be distinguished
through their interaction with matter.

This chapter introduces experimental framework of the thesis. The first part con-
tains an overview of the LHC and its main designed and operational parameters. The
description of the ATLAS detector with the basic definitions and geometry, together
with more detailed overview of its sub-systems is presented in the following section.
The last part of the section is focused on an overview of the ATLAS trigger system,
simulation infrastructure and data preparation.

2.1 the large hadron collider

CERN (Conseil Européen pour la Recherche Nucléaire) is a European research organ-
isation with the largest high energy physics laboratory, located at the French–Swiss
border near Geneva established in 1954 by 12 European countries. The first acceler-
ator Synchrocyclotron (SC) at this location was built in 1957 accelerated ions up to
energies of 600 MeV. The next accelerator was built in 1959, the Proton Synchrotron
(PS) accelerated protons in 628m ring up to energies of 28 GeV. Anti-deuteron was the
first anti-nuclei observed with the PS in 1965. The first underground accelerator was
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the Super Proton Synchrotron (SPS), built in 1971 and accelerated protons and ions in
6.9 km ring up to energies of 400 GeV. With help of the SPS as a proton–antiproton
collider, the W and Z bosons were discovered in 1983. The next project was the design
and construction of the Large Electron–Positron Collider (LEP). The LEP accelerated
electrons and positrons in 26.659 km circular tunnel 100m underground up to energies
of 45 GeV. The PS and the SPS were redesigned for acceleration of electrons and
positrons and were used for their acceleration before injecting them to the LEP. Later,
the LEP was upgraded up to energies of 100 GeV. The electron energy at the LEP
was limited by synchrotron radiation. The electron energy loss ∆E is proportional
to E4m−4R−1, where E is electron energy, m is its mass and R is radius of the LEP
tunnel. Small mass of the electron results in large energy losses, for instance after just
one round in the tunnel, the 104.6 GeV electron looses around 3.5 GeV, with higher
energies the looses are also higher.

After LEP reached its maximum energy, the next generation accelerator should be
exploited. Differences between lepton and hadron colliders should be taken into account
when deciding about next generation of colliders, lepton colliders are considered as a
"precision", while hadron as "discovery" machines, since hadrons are composite objects
(the event structure at hadron colliders is more complex then at lepton colliders and
multi-particle calculations are needed in order to fully describe the final state) and
hadron colliders provide higher values for the centre-of-mass energy then the lepton
colliders. A characteristic quantity for colliders is its centre-of-mass energy

√
s which

is the total energy of the colliding system. CERN decided to reuse the LEP tunnel
and construct a hadron collider [82]. The LHC project was approved in 1994 and
the construction began in 2001. There are other high energy colliders which were
build outside of CERN. The Tevatron [83], a 6.86 km proton–anti-proton collider with√
s = 1.96 TeV located in Fermilab near Chicago, operated from 1987 until 2011. The

Tevatron was the first synchrotron which used superconducting magnets [12]. Limiting
factor to the number of collisions per unit of time at the Tevatron was the production of
anti-protons. The production rate of anti-protons is ∼ 5·104 times smaller then protons.
The HERA [84] was the first high-energy lepton–hadron collider which operated from
1992 to 2007 at DESY complex in Germany. HERA’s proton beams had maximum
energy of 920 GeV, while lepton beams (electrons or positrons) had maximum energy of
27.5 GeV. Some proposals for future high-energy colliders are: international electron–
positron linear collider in Japan (ILC [85]), circular electron–positron collider in China
(CEPC/SPPC [86]) and in Europe (FCC [87]). There are also some proposals for linear
colliders: electron–positron collider at CERN (CLIC [88]) and muon collider [89]. The
selection on future projects relies on the balance between the physics reach and their
feasibility.

The LHC is a proton–proton collider designed with a nominal centre-of-mass energy
of

√
s = 14 TeV, it can accelerate heavy ions also, exploiting lead–lead and proton–

lead collisions. The main physics motivation for the LHC is to search for answers
on fundamental questions in particle physics: the origin of mass and the relations
between masses and symmetry breaking mechanism, the origin of different flavors and
quark and lepton families, the nature of matter-antimatter asymmetry in the Universe,
study the physical properties of the quark-gluon plasma, search for physics beyond the
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SM. To fulfill the rich physics programme at the LHC, the proton energy of 7 TeV is
needed, in order to reach the 1 TeV range for the search of the Higgs boson and the
physics beyond the SM. Since the processes of interest have small production cross-
sections (as shown in Figure 1.16), the high luminosity is also required for the LHC,
the designed value is 1034 cm−2s−1, the definition of luminosity is given later in this
section. The design values of the LHC parameters are listed in Table 2.1. Although
the LHC is primary designed for discoveries rather then the precision measurements,
its excellent performance combined with perfect knowledge of the ATLAS detector
allows precision measurements of fundamental SM parameters. This measurements are
expected improve the previous measurements at the LEP and the Tevatron colliders.
The design and operation of the LHC in detail can be found in References [90–93] while
in this chapter only a basic overview is given.

The schematic view of the CERN accelerator complex is shown in Figure 2.1. The
source of protons is a bottle of hydrogen gas. The protons are extracted from hydrogen
molecules by stripping the electrons in high electric field. The acceleration of protons
starts in linear accelerator (LINAC 2) up to energies of 50 MeV. Then the protons
enter into the PS booster which accelerates them up to 1.4 GeV. Next is the PS where
the protons reach energies of 25 GeV. After PS, the protons are entering SPS where
their energy is increased up to 450 GeV. The final step is injection of the protons in
two separate rings of the LHC where they circulate in opposite directions until the
colliding energy is reached. Approximately 20 minutes are needed to accelerate the
protons from the source to the LHC with the colliding energy. Under normal operating
conditions the protons can circulate for many hours inside the LHC, the longest one
lasted for almost 37 hours in 2016.

Protons are accelerated in radio frequency cavities (RF) which were developed for
LEP (by speeding up slower particles and slowing down the faster particles), the fre-
quency is equal to an integer number of the revolution frequency so that protons are
accelerated by the same electric field each time they pass through. The LHC ring
consists of eight straight sectors, where the 400.8 MHz RF cavities are, each cavity
provides 2 MV electric field, with an integrated accelerating field of 5 MV/m.

The LHC has to control the proton trajectory within the 27 km tunnel with a
complex magnet system. For the designed beam energy, a 8.36 T magnetic field is
required. In order to achieve such magnetic fields, a superconducting dipole magnets
from niobium-titanium coils are used which operate at 1.9 K (using superfluid helium-
4) with a current of 11850 A. The limiting factor for the LHC beam energy is the
strength of the dipole magnetic field for bending the proton trajectory. Since in the
LHC, the two proton beams circulate in two vacuum chambers in opposite directions
at horizontal distance of 194 nm, the opposite magnetic fields are needed to direct
each beam. This is accomplished by two-in-one (twin-bore) system where separate
magnets have common cryogenic system and support structure (this magnets has to
be identical, relative variation of the magnetic field can’t exceed 10−4 in order for LHC
to work properly). The LHC consists of over 9000 magnets: 1232 dipole magnets for
bending, 392 quadrupole magnets for focusing the beam (to a transverse size of 15 µm)
and 688 sextuple magnets for decreasing the proton energy spread.
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Figure 2.1: The CERN accelerator complex [94].

The LHC proton beam is made from sequences of proton bunches, because of com-
plexity with accelerating, controlling and monitoring continuous beam of protons. Each
bunch consists of around 1011 protons which are formed in PS booster. The protons
are kept in bunches with RF cavities because protons have different acceleration due
to different electric field. The designed space between the bunches is 24.95 ns (cor-
responds to 7.5 m), which gives maximum of 3564 places for bunches inside the LHC
ring. The designed number of bunches is 2808 (39 sequences of 72 bunches) which is
smaller from the maximum number due to limitations such as: 38 empty bunches are
needed due to transfers from SPS to LHC, also 8 bunches are empty because of the
transfers from PS to SPS and 119 empty bunches are needed after the last bunch for
beam dump.

One of the most important parameter of an accelerator is its luminosity which is
measuring the number of collisions per unit time. The number of particles N created
in a collision is given as a product of a production cross section σ of the process of
interest and integrated luminosity L, where L is integral of instantaneous luminosity

44



Chapter 2. Experimental Setup

L over time [12]:

N = σL = σ

∫
dtL(t). (2.1)

The instantaneous luminosity is directly proportional to the number of protons in each
bunch and inversely proportional to the beam size:

L =
1

4π
ν
Nbn1n2

σxσy
F, (2.2)

where ν is the revolution frequency (approximately 11245 Hz), Nb is number of bunches,
n1, n2 are the number of protons in the bunches, σx and σy characterise the transverse
beam size in horizontal and vertical directions respectively and F is geometrical re-
duction factor (because of non zero crossing angle between beams at the interaction
point). For Gaussian beam distribution the transverse beam size is given by σ =

√
εβ∗,

where ε is beam emittance (average spread of the beam particles in phase space) and
β∗ betatron function at interaction point (which measures the distance between the
interaction point and the place where the transverse beam size doubles). Finally, in-
stantaneous luminosity is given by [93]:

L =
1

4π
ν
Nbn1n2

εnβ∗ Fγ, (2.3)

where εn = γε is normalised emittance and γ is relativistic factor.

The value of the highest possible instantaneous luminosity is limited by:

• The mean number of inelastic interactions per bunch crossing which is charac-
terising the amount of activity in the detector. Higher instantaneous luminosity
increases the number of simultaneous collisions per bunch crossing.

• Non-zero crossing angle which is required to prevent collisions between bunches
away from the nominal one.

• Loss of protons from collisions is degrading the beam intensity, therefore there is
an exponential decrease of an instantaneous luminosity with time.

The luminosity is measured by detecting the number of interactions for each bunch
crossing [95]:

L =
µvisNbν

σvis
, (2.4)

where µvis is the number of visible interactions per bunch crossing and σvis is the visible
cross section. ATLAS monitors the delivered luminosity by measuring the observed
interaction rate per bunch crossing (µvis). The calibration of σvis is achieved using
dedicated beam-separated scans, know as van der Meer scans [96], where the absolute
luminosity can be inferred from direct measurements of the beam parameters.

Due to high total proton–proton inelastic cross section at LHC (σpp ∼ 70 mb) and
large number of protons per bunch, multiple proton–proton interactions are happening
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simultaneously when two bunches collide at the interaction point. Therefore, at nom-
inal instantaneous luminosity, at the same time as the hard-scattering event of interest,
there are approximately 25 additional inelastic interactions. In addition, there are in-
teractions from other bunches contributing to the same event. This phenomenon is
called pile-up. Higher pile-up additionally degrades performance of the detector. The
pile-up can be divided into two: in-time pile-up originating from interactions coming
from the collisions inside the same bunch, and out-of-time pile-up originating from the
interactions between subsequent or preceding bunches. The mean number of inelastic
proton–proton interactions per bunch crossing < µ > depends on the total proton–
proton inelastic cross section and the instantaneous luminosity per bunch:

< µ >= σpp · L. (2.5)

The pile-up affects the reconstruction of the physics objects important for the meas-
urement of the W -boson mass which will be described in detail in Chapter 5.

There are seven experiments which are designed to analyse the data from the LHC:

• ALICE (A large ion collider experiment) [97] is a detector specialised in heavy ion
physics which studies the physics of strongly interacting matter and the quark-
gluon plasma.

• ATLAS (A toroidal LHC apparatus) [98] is a general purpose detector located at
Point 1 (IP1), for studying proton–proton (and ion–ion) collisions (more details
will be given in the Section 2.2).

• CMS (Compact muon solenoid) [99] is a general purpose detector, located at
Point 5, for studying proton–proton (and ion–ion) collisions with a same physics
program as ATLAS detector.

• LHCb (LHC beauty experiment) [100] is dedicated for precision measurements
of CP violation and rare decays of B hadrons. It has particular geometry covering
only forward region where the probability to observe B meson decay is maximal.

• LHCf (LHC forward experiment) [101] is dedicated to the measurement of neut-
ral particles emitted in the very forward region of the LHC collisions, to study
the LHC as a source of cosmic rays in laboratory conditions in order to calibrate
and interpret cosmic ray experiments.

• MoEDAL (Monopole and exotics detectors at the LHC) [102] is designed to
search for highly ionizing avatars of new physics such as magnetic monopoles or
massive (pseudo-)stable charged particles.

• TOTEM (Total elastic and diffractive cross section measurement) [103] is de-
signed to measure the total proton–proton cross section with the luminosity-
independent method and study the elastic and diffractive scattering at the LHC.

The four main experiments (ALICE, ATLAS, CMS and LHCb) are build around in-
teraction points. ALICE and LHCb are low luminosity experiments.

46



Chapter 2. Experimental Setup

Powering tests for the LHC started in 2008, while the first beams successfully
circulated on September 10, but on September 19, a quench developed in a region
between two magnets, damaging the magnets and support structures along 700 m of
the tunnel, which delayed the first collisions. It was decided that until further repairs
and upgrades are not done, the LHC operates at smaller energies. The first collisions
happened in November 2009 with beam energy of 450 GeV, later the beam energy was
increased to 1.18 TeV.

The first period of data-taking, i.e. Run-1, started in 2009 and ended in beginning of
2013. After 2 years of shut down with upgrades of the LHC machine and the detectors,
Run-2 started in 2015 and it is planed to last until the end of 2018. The designed beam
energy is planed to be reached during further runs.

In the following sections, the LHC performance will be described, focusing only on
proton–proton collisions. Typical values of the main LHC parameters during Run-1
and Run-2 compared to the designed ones are summarised in Table 2.1.

Table 2.1: The LHC parameters during Run-1, Run-2 and its design values for
proton–proton collisions [104]. The values of luminosity, crossing angle, number of

colliding bunches and mean number of interactions per bunch crossing are referring to
IP1 (ATLAS).

Parameter Design 2010 2011 2012 2015 2016

Beam Energy [TeV] 7.0 3.5 3.5 4.0 6.5 6.5
Protons per bunch [1011] 1.15 1.0 1.3 1.5 1.1 1.1
Bunches per beam 2808 368 1380 1380 2244 2076
Revolution frequency [Hz] 11245 11245 11245 11245 11245 11245
Transverse emittance [µm] 3.75 2.6 2.4 2.4 3.5 3.4
β∗ at IP [m] 0.55 2.5-3.5 1.0-1.5 0.6 0.8 0.4
Half crossing angle at IP [µrad] 143 100 120 146 145 185
Bunch spacing [ns] 25 150 75/50 50 50/25 25
Peak instantaneous luminosity [1034 cm−2s−1] 1 0.021 0.36 0.77 0.51 1.37
Delivered integrated luminosity [fb−1] - 0.048 5.5 22.8 4.2 38.9
Recorded integrated luminosity [fb−1] - 0.045 5.1 21.3 3.9 36.0
Mean number of interactions per bunch crossing - 4.0 9.1 20.7 13.7 24.2

2.1.1 LHC operation during the period 2010-2012

From the beginning of Run-1, the beam parameters slowly evolved until the end of
2012. The beam energy in 2010 and 2011 was half of the designed one, while in 2012
it was 4 TeV. The number of bunches per beam increased from 368 to 1318, while
the bunch spacing decreased from 150 ns to 50 ns and the pile-up increased from 4
to approximately 21, with the mean number of interactions was < µ >= 9.1 in 2011,
while in 2012, the pile-up increased to < µ >= 20.7. The total integrated luminosity
as a function of time and the luminosity weighted distribution of the mean number of
interactions per bunch crossing are shown in Figure 2.2.
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Figure 2.2: The total integrated luminosity as a function of time (a) and the
luminosity weighted distribution of the mean number of interactions per bunch

crossing (b) during 2011 and 2012 [105].

In Figure 2.2(a) three luminosities are shown, the green area shows the delivered
luminosity during stable beams collisions, while the yellow area represents the recor-
ded luminosity with the ATLAS detector, the blue area, marked as "good for phys-
ics", represents the luminosity which is accepted for physics analyses with all detector
components fully operational. The delivered integrated luminosity for proton–proton
collisions at centre-of-mass energy of

√
s = 7 TeV is 5.46 fb−1 and at

√
s = 8 TeV is

22.8 fb−1, while the ATLAS recorded luminosity is 5.08 fb−1 and 21.3 fb−1 in 2011 and
2012, respectively. The uncertainty on the luminosity determination with the ATLAS
detector is 1.8 % and 1.9 % in 2011 and 2012, respectively [106, 107].

2.1.2 LHC performance for Run-2 and further runs

After the two year long shutdown, Run-2 started in June 2015 with the beam energy
of 6.5 TeV and the bunch spacing of 50 ns at the beginning and then decreased to 25 ns
later in the year. In 2016 the beam energy remained the same. The total integrated
luminosity and the number of interactions per crossing during 2015 and 2016 are shown
in Figure 2.3. When comparing to Run-1, the collected data in Run-2 is much higher,
only in 2016 it was recorded 36.0 fb−1 of data with < µ >= 24.2, while reached peak
instantaneous luminosity is 1.37 times larger then the designed one.

Run-2 is expected to finish at the end of 2018 after which another long shut-down is
expected when the LHC machine and the detectors will be upgraded. During this time
the magnet system will be revised to stabilise operation at the design energy. Run-3
is expected to start in 2021 and by the 2023 when it will finish it is expected to collect
around 300 fb−1 of data. The schematic view of the long term LHC schedule is shown
in Figure 2.4. In order to increase the LHC’s discovery potential, the next project,
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Figure 2.3: The total integrated luminosity versus time delivered to the ATLAS
detector during stable proton–proton beams for 2011-2016 (a) and the luminosity

weighted distribution of the mean number of interactions per bunch crossing during
2015 and 2016 (b) [108].

after 2024, is the High Luminosity LHC (HL-LHC) [109]. The HL-LHC is expected
to collect around 3000 fb−1 of data during 12 years of operation, with this luminosity
140 to 200 proton–proton collisions per bunch are expected. The experiments will also
be upgraded so they can maintain their good performance in such harsh environment.
With this increased luminosity it is feasible to study rear processes which are below
the sensitivity of the LHC.

Figure 2.4: The long term LHC schedule [110].
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2.2 the atlas detector

The ATLAS detector [76, 98] is general purpose particle detector at the LHC, located
around one of the four interaction points (IP1) in a cavern 95m below the surface. The
ATLAS collaboration founded in 1992, which operates the ATLAS detector, currently
consists of over 5000 scientist from 180 institutions in 38 countries.

A LHC detector has to satisfy following requirements, in order to maintain harsh
LHC conditions. Fast response with short dead time of the detector is needed in
order to collect data at high luminosities. High detector granularity is required for
distinguishing particles as well as for separating interesting from the pile-up events.
Large acceptance in pseudorapidity with full azimuth coverage is necessary for full event
reconstruction, especially for missing energy determination. Resistance to radiation is
essential for obtaining good detector performance over a long period of time.

As a general purpose detector, the ATLAS detector, has to investigate a variety
of different physics phenomena at the LHC. It measures the energy and momenta of
particles produced in the collisions provided by the LHC. The physics programme of the
ATLAS detector includes: measurements of the SM processes (precise measurement of
masses of the W boson and the top quark, high precision tests of the QCD, electroweak
interactions and flavor physics), search of the Higgs boson is a primary physics goal and
measurement of its properties (search in wide range of possible masses and measure
its mass, couplings, spin, parity), search for the physics beyond SM (search of heavy
gauge bosons W ′ and Z ′, CP violation, lepton flavour violation in τ → 3µ or τ → γµ,
measurement of B0

s → µµ, search of anomalous triple and quadratic gauge couplings,
search of SUSY particles, dark matter candidates and extra dimensions).

The ATLAS detector is a complex detector system consisting of different types
of sub-detectors ordered concentrically in layers around the beam axis with forward-
backward symmetric cylindrical geometry and almost a full coverage in the solid angle
around the collision point. The schematic view of the ATLAS detector is shown in
Figure 2.5 with it’s components. It is the largest particle detector, with 46m long and
25m in diameter and weights around 7000 t. ATLAS detector consists of a cylindrical
barrel region with two end-cap disks at each end. The first layer of the ATLAS detector
is the inner detector (ID) which measures the momentum of charged particles in a
2T magnetic field produced by a surrounding solenoid magnet. The next system is
the electromagnetic and hadronic calorimeter for detection of electrons, photons and
hadrons and measurement of their energy via electromagnetic or hadronic showers.
The outer layer is the muon spectrometer (MS) for high-precision tracking of muons
in a approximately 4T toroidal magnetic field. The design performance requirements
for the ATLAS detector and coverage of its sub-detectors are summarised in Table 2.2,
more detailed description for each subsystem is given in Sections 2.2.3, 2.2.4 and 2.2.5.

Figure 2.6 illustrates passage of different types of particles in the transverse plane
of the ATLAS detector. Charged particles are identified by bending their trajectories
in a magnetic field so their momentum and charge can be measured. Photons and
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Figure 2.5: The ATLAS detector [111].

Table 2.2: The design performance requirements for the ATLAS detector and
coverage of its sub-detectors [98]. The units for E and pT are given in GeV.

Sub-detector Resolution Coverage for Coverage for
measurement L1 trigger

ID σpT/pT = 0.05% pT ⊕ 1% |η| < 2.5 –
Electromagnetic calorimeter σE/E = 10%/

√
E ⊕ 0.7% |η| < 3.2 |η| < 2.5

Hadronic calorimeter
barrel and end-cap σE/E = 50%/

√
E ⊕ 3% |η| < 3.2 |η| < 3.2

forward σE/E = 100%/
√
E ⊕ 10% 3.1 < |η| < 4.9 3.1 < |η| < 4.9

MS σpT/pT = 10% at pT = 1 TeV |η| < 2.7 |η| < 2.4

electrons both deposit their energy in the electromagnetic while hadrons are deposit
their energy in the hadronic calorimeter. The difference between neutral and charged
particles is that later leaves tracks in the ID. Muons and neutrinos are the only particles
traversing the detector entirely, while muons form tracks in the MS, neutrinos escape
from the detector without any interaction. Therefore, neutrinos can’t be detected
directly and only the missing energy can be measured for them, but this is also the
case for some BSM particles (like dark matter candidates). Only the balance in the
transverse plane can be used for the calculation of the missing energy. The total energy
in the transverse plane is considered to be zero before the collision because the protons
are traveling along the beam axis.
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Figure 2.6: The principle of particle detection in the transverse plane of the ATLAS
detector [112].

2.2.1 Definitions and conventions

The common coordinate system used in ATLAS is a right-handed Cartesian coordinate
system with the nominal interaction point in the centre of the detector defined as its
origin, as shown in Figure 2.7. The z-axis is the beam line and the x-y plane is
transverse to the beam direction, with the positive x-axis pointing to the centre of
the LHC ring and the positive y-axis pointing upwards. The cylindrical coordinates
are defined with the azimuthal angle ϕ defined around the beam line in the transverse
plane measured from the x-axis, the polar angle θ defined with respect to the positive
z-axis and the radial distance r from the beam line, as follows:

ϕ = arctan
y

x
, θ = arctan

z√
x2 + y2

, r =
√
x2 + y2. (2.6)

Side A of the detector corresponds to z > 0 (0 < θ < π/2) and side C to z < 0
(π/2 < θ < π), the upper part of the detector refers to ϕ > 0.

The Lorentz invariant variables along the beam line (z-axis) are typically used, i.e.
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Figure 2.7: The ATLAS coordinate system.

the rapidity:

y =
1

2
ln
E + pz
E − pz

, (2.7)

where E is the energy of the particle and pz is its longitudinal momentum. For massless
particles (E >> m) the rapidity is equal to pseudorapidity:

η = − ln tan
θ

2
, (2.8)

which depends only on the polar angle, η = 0 corresponds to the transverse plane and
η = ±∞ is along the beam line. The angular distance between two measured objects
in the detector in (η, ϕ) plane is defined as:

∆R =
√
∆η2 +∆ϕ2. (2.9)

Two more parameters for the reconstructed tracks of the charged particles should
be defined: the longitudinal impact parameter z0 which is the z position of the track
at the point of closest approach and the transverse impact parameter d0 defined as the
distance in the transverse plane of the closest approach (perigee) to the z-axis of the
helix produced by the particle. Observables in the transverse plane, for example the
energy of the particle (similarly for the particle momentum), are defined as:

ET = E sin θ =
E

cosh η
, Ex = ET cosϕ, Ey = ET sinϕ. (2.10)
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2.2.2 Magnet System

The magnet system of the ATLAS detector [113–115] consists of two sub-systems for
ID and MS. These systems have orthogonal magnetic fields enabling two independent
measurements of the muon momentum. In total, the detector has four main magnets:
one solenoid and three toroids, with 22 m in diameter, 16 m in length and a stored
energy of 1.6 GJ. The diagram of the ATLAS magnet system is shown in Figure 2.8.

Figure 2.8: Schematic diagram of the magnet system of the ATLAS detector [98].

The solenoid magnet provides a 2 T axial magnetic field to the ID, aligned with the
beam axis. Since it is located in front of the electromagnetic calorimeter, the material
for the solenoid layout has to be optimised in order to achieve the desired calorimeter
performance. Therefore, the calorimeter and the solenoid share one vacuum vessel, the
solenoid coil is as thin as possible and the steel of the hadronic calorimeter is used
for returning the flux of the magnet, this configuration contributes to 0.66 radiation
lengths. The solenoid coil consists of 1154 turns made from superconducting NbTi allay
which are stabilised in aluminium matrix and liquid helium is used for maintaining the
temperature at 4.5 K, the nominal current of 7.73 kA. The solenoid length is 5.8 m,
with inner and outer diameter of 2.46 m and 2.56 m, respectively. The total mass is
5.4 t with a stored energy of 40 MJ, which gives a light-weighted structure with the
stored-energy-to-mass-ratio of 7.4 kJ/kg.

The toroidal system produces a magnetic field for the MS and consists of one barrel
and two end-cap toroids, each made from eight coils arranged radially and symmetric-
ally around the beam axis as shown in Figure 2.8. The coils are made of aluminium
stabilised NbTI allay cooled with liquid helium with 120 and 116 turns for barrel and
end-cap, respectively. The nominal current is 20.5 kA producing the peak field of 4 T.
The size of the barrel toroid is 25.3 m in length, with inner and outer diameters of
9.4 m and 20.1 m, respectively. The end-cap toroids are 5 m in length, with inner
and outer diameters of 1.65 m and 10.7 m, respectively. It is very difficult to generate
completely homogenous magnetic field since the toroids cover so large volume, which
varies from 0.15 T to 2.5 T in barrel and 0.2 T to 3.5 T in end-caps. The end-cap
toroids are rotated by 22.5◦ compared to the barrel toroid in order to optimise the field
between them. The bending power of the magnet is given by the field integral over
the track length within the tracking volume

∫
Bdl, which is 1.5 to 5.5 Tm in barrel

(0 < |η| < 1.4) and 1 to 7.5 Tm in end-caps (1.6 < |η| < 2.7).
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2.2.3 The Inner Detector

The ID [116, 117] is designed for precise determination of momentum resolution and
reconstruction efficiency of charged particles with pT > 0.1 GeV within the range of
|η| < 2.5. It is located the closest to the beam line and consists of three separate
parts: pixel detector, semiconductor tracker (SCT) and transition radiation tracker
(TRT). In the barrel the layers are concentric cylinders around the beam axis, while
in the end-caps the layers are disks in the transversal plane, as shown in Figure 2.9.
ID is required to have high granularity and made from radiation-tolerant materials in
order to maintain high particle density from the collisions in high pile-up environment.
The charged particles are bent by 2 T axial magnetic field in the transverse plane
with the bending power of 2 to 0.5 Tm for η = 0 to |η| = 2.5, for the forward region
the inhomogeneous magnetic field is taken into account with a magnetic field map
in reconstruction and simulation. The ID’s designed momentum resolution (σpT), as
shown in Table 2.2, is:

σpT

pT
= 0.05% pT ⊕ 1%, (2.11)

where the first term is the intrinsic resolution which is dominant for high pT tracks, the
second term is from the multiple scattering dominant for the low pT and the operation is
defined as a⊕ b =

√
a2 + b2. ID also provides reconstruction of primary and secondary

vertices (origins of the hard scatter and other proton–proton interactions, more details
will be given in Chapter 3), as well as identification of the b-jets and τ leptons.

Figure 2.9: Schematic diagram of the ATLAS inner detector [118].

The pixel detector [119, 120] is the most granular part of the ID. It is a solid-state
detector and consists of three cylindrical layers between 50.5 and 122.5 mm from the
beam axis in barrel and three end-cap disks at each end, which provide three hits for
each charged particle track. The high granularity is achieved with 1744 50 × 400 µm
silicon pixel elements 250 µm thick, with 7232 pixels on each element, which gives
about 80.4 million readout channels (almost 90% of the total readout channels in the
ATLAS detector). This gives an accuracy of the charged track position of about 12 µm
in transverse plane and 66 µm and 77 µm in the z direction for barrel and end-cap
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regions, respectively. The elements are made from n-type silicon wafers, after a charged
particle passes through them, it creates electron-hole pairs which are separated by the
electric field and collected at each pixel. The first layer of the pixel detector is called b-
layer because of its role in the reconstruction of secondary vertices for the b-jet tagging
where the B meson decays away from the IP. Furthermore, it is also used to identify
the difference between electrons and converted photons, since converted photons are
not expected before the b-layer.

The SCT [121–123] is the next sub-detector in the ID, similar to the pixel detector
but with coarser granularity. SCT consists of four barrel layers between 299 and 514
mm from the beam axis and nine end-cap disks on each side which give at least four
hits for charged particle track. There are 4088 modules which consist of two pairs
of silicon micro-strip planes glued together back-to-back, with an opening angle of
40 mrad between the planes. Each module has 1536 silicon strips 12.6 cm long and
80 µm. This double layer configuration allows for reduction of the global number of
readout channels to approximately 6.3 million and measurements along the length of
a strip with two dimensional track reconstruction. The spatial resolution for SCT
modules is 17 µm in transverse direction and 580 µm in longitudinal direction.

The TRT [124–126] exploits different detector technology compared to the other
parts of the ID and covers region up to |η| < 2. It is made of layers of straw drift tubes
filled with gas mixture of xenon, carbon-dioxide and oxygen 70:27:3. Inside the 4 mm
diameter tube is a gold-plated tungsten wire (anode) with 30 µm in diameter. The
tubes are made of two polyimide films coated on one side with a thin aluminium layer
(cathode) and bonded back-to-back using a polypropylene layer, with a total thickness
of 70 µm. In the barrel there are approximately 50000 144 cm long tubes aligned with
the z-axis, while the end-caps contain around 320000 radial tubes 37 cm long, which
in total gives 350 thousand readout channels. When a charged particle passes through
the tubes, it ionises the gas which creates an electric signal along the wire. When a
relativistic charged particle traverses between the tubes (two materials with different
dielectric constants: air and polypropylene) it emits transition radiation photons with
probability proportional to E/m of the particle. Those photons are absorbed by the
xenon gas and increase the intensity of the signal. There are two readout thresholds,
one for the passage of the generic charged particle through the tubes (low threshold
E < 0.5 keV for tracking hits) and one for relativistic charged particle passage (high
threshold E > 6 keV for transition-radiation hits). At the same momentum, electron
will emit more transition radiation photons then charged hadron, thus, TRT is used to
distinguish electrons from charged hadrons, like pions. There are approximately 35 to
40 hits per track. The spatial resolution in the transverse plane is 130 µm and there is
no segmentation in the longitudinal direction.

After Run-1 a new sub-detector was added in front of the pixel detector, insertable
b-layer (IBL) [127, 128], in order to protect the other parts of the ID from the radiation
damage in high pile-up conditions. Installation of the IBL required a reduction of
the diameter of the beam pipe, also the IBL sensors had to be smaller and thiner
compared to the pixel detector. The IBL should improve b-tagging efficiency and
vertex identification during Run-2 [129, 130].
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2.2.4 Calorimeters

The ATLAS calorimeter system [131–133] is located between the ID and MS and pre-
cisely measures the energies of charged and neutral particles up to region of |η| < 4.9.
It has to be hermetic in order to measure the missing energy for the neutrino and
reconstruct forward jets. The calorimeter system is composed of two parts: electro-
magnetic (EM) for electron and photon identification and measurement and hadronic
(HAD) calorimeter for accurate jets and missing transverse energy measurements, as
shown in Figure 2.10. Both of them are sampling calorimeters, with alternate layers
of passive absorbing material, which induce particle showers, and active (sampling)
measurement medium, which measures the energy of the particles in the shower. The
electromagnetic shower consists of consecutive bremsstrahlung and pair production
processes, while the hadronic shower is based on several processes (strong decays, weak
decays and electromagnetic showers, ...). The depth of the calorimeters has to be
large enough to contain all the electromagnetic and hadronic showers before they reach
the MS (punch-through). A characteristic quantity of the length of electromagnetic
shower is radiation length X0 which corresponds to a traveled distance inside the me-
dium when particle looses 1/e of its energy, where e is mathematical constant. In case
of hadronic showers, absorption length λ0 is used with similar definition. Typically,
hadronic showers are longer and broader compared to the electromagnetic, thus the
HAD calorimeters are located after the EM.

Figure 2.10: Schematic diagram of the ATLAS calorimeter system [134].

The EM calorimeter is designed for precise energy measurement of electromagnet-
ically interacting particles (electrons and photons) and exploits liquid argon (LAr) as
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active material and lead as an absorber. LAr was chosen because of its linear response
and radiation hardness. The EM calorimeter consists of two half barrels (|η| < 1.475)
and inner (1.375 < |η| < 2.5) and outer (2.5 < |η| < 3.2) end-caps. The region
1.37 < |η| < 1.52 has a lot of dead material (cables, services, support, ...) which
reduces the calorimeter performance, it is referred as the crack region. The EM calori-
meter is constructed with accordion geometry, the barrel accordion waves are axial and
run in azimuth while in the end-caps the waves are radial and run axially. This config-
uration allows uniform performance through the detector, a good energy and spatial
resolution, low electronic noise and high radiation resistance, however the response time
is long (400 ns). The schematic view of a module of the barrel EM calorimeter is shown
in Figure 2.11(a), each half-barrel consists of seven rings with sixteen modules. There
are three longitudinal layers up to |η| < 2.5 and two for region 2.5 < |η| < 3.2. The first
barrel layer has the highest granularity made of thin ∆η×∆ϕ = 0.0031× 0.098 strips
which provide good position measurement of the shower and improves particle identi-
fication. The second and the third layer have bigger modules of sizes 0.025 × 0.0245
and 0.05× 0.0245, respectively, most of the electromagnetic shower is contained inside
the second layer, while its tail is contained inside the third layer. LAr is ionised by
the shower particles and the signal is collected at the electrodes (three copper plates
separated by polyimide insulator). In total, the electromagnetic calorimeter has more
then 170 thousand readout channels. The EM calorimeter was optimised for resolution
and efficiency measurement of photons in H → γγ and electrons in H → 4` channel.
The EM designed energy resolution, as shown in Table 2.2, is:

σE
E

=
10%√
E

⊕ 0.7%, (2.12)

where E is the energy of the incoming particle in GeV, the first term is stochastic
and describes the statistical fluctuations of the fraction of the shower energy deposited
in the sampling medium (LAr) and the fraction deposited in the absorber (lead), the
second is the constant term accounting for calibration-related effects, mechanical and
electrical inhomogeneities, energy loss due to non-instrumented regions. The spatial
resolution is 50 mrad/

√
E in η. The total thickness of the EM calorimeter is larger then

22 X0 in barrel and larger then 24 X0 in end-cap region which enables containing the
electromagnetic showers, but there are also about 2 interaction lengths (λ0) therefore
some parts of jets energy can be deposited in them.

The HAD calorimeter measures the energy of particles which interact via strong
interaction by exploiting two different technologies. It consists of four parts: a central
barrel tile (|η| < 1), two tile end-caps (0.8 < |η| < 1.7), two LAr end-caps (1.5 <
|η| < 3.2) and a forward calorimeter (3.1 < |η| < 4.9). The tile calorimeter is made
from alternate layers of steel plates (absorber) and scintillating tiles (active medium)
orthogonal to the z-axis, divided azimuthally into 64 modules, illustrated in Figure
2.11(b). When a charged particle crosses the active medium, an ultraviolet scintillation
light is produced, collected and converted into visible light by a wavelength-shifting
optical fibre. The signal is measured from the photomultiplier where the optical fibre
is connected. The granularity of the three-layer tile calorimeter is ∆η×∆ϕ = 0.1×0.1
for the first layer and 0.2× 0.1 for the other two layers, which is much worse than the
EM calorimeter. The total depth of the tile calorimeter is about 7 λ0. The relative
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(a) (b)

Figure 2.11: Schematic diagram of a EM barrel calorimeter module (a) and a tile
calorimeter module (b) [98].

energy resolution of the hadronic tile and end-cap calorimeter is:

σE
E

=
50%√
E

⊕ 3%, (2.13)

where E is the energy of the incoming particle in GeV. The LAr end-cap HAD calor-
imeter uses LAr as an active medium and copper plates for the absorbers, divided
azimuthally into 32 modules, because of the increased radiation from the beam pipe.
The granularity is ∆η × ∆ϕ = 0.1 × 0.1 for |η| < 2.5 and 0.2 × 0.2 for other region.
The total depth of the end-cap calorimeter is about 12 λ0.

The forward calorimeter covers the region 3.1 < |η| < 4.9 with three layers: an EM
that is closest to the interaction point and two HAD calorimeters. LAr is used as an
active material while for the absorbing media, copper is used in the EM and tungsten
is used in the HAD layers. The forward HAD calorimeter is very dense, with depth of
about 9 λ0 over small longitudinal space. The granularity is ∆η×∆ϕ = 0.2×0.2. The
relative energy resolution of the forward HAD calorimeter is:

σE
E

=
100%√
E

⊕ 10%, (2.14)

where E is the energy of the incoming particle in GeV. The forward calorimeter is
exposed to large radiation dose because of its proximity to the beam line. The total
thickness of the HAD calorimeter is about 11 λ0 at |η| = 0 (1.5 λ0 from outer support
is included) which is sufficient to reduce the punch-through. In conclusion, the HAD
calorimeters have good resolution for high energy jets and allow good measurement of
the missing energy.
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2.2.5 The Muon Spectrometer

The MS [135] performs muon identification and precision measurement of the muon
momentum for a wide range of muon momentum, from 3 GeV to 3 TeV. It uses
four detector technologies up to region of |η| < 2.7 in toroid magnetic field. The
configuration of the magnets is chosen in such a way that magnetic field is mostly
orthogonal to a muon trajectory, and, at the same time, degradation of the resolution
of the measurement due to multiple scattering is minimal. While passing through
the calorimeter muons loose a small amount of energy, around 3 GeV for muons with
energies up to 100 GeV. Higher energy muons lose energy mostly through radiative
energy losses, which may lead to "catastrophic" energy loss comparable to the total
muon energy. The layout of the MS is illustrated in Figure 2.12. MS consists of
monitored drift tube chambers (MDT) and cathode strip chambers (CSC) for precision
tracking measurements, and resistive plate chambers (RPC) and thin gap chambers
(TGC) for triggering in barrel and end-cap, respectively. There are three barrel layers
located at 5 m, 7.5 m and 10 m from the beam line and four end-cap disks arranged at
7.4 m, 10.8 m, 14 m and 21.5 m from the IP. The schematic view of the MS in the x-y
and z-y planes is shown in Figure 2.13. Precise independent measurement of the muon
momentum up to few TeV is allowed in the MS for high rapidity region, not covered by
the ID. The designed resolution for the MS is ≤ 10% for muon tracks of pT = 1 TeV.

Figure 2.12: Schematic diagram of the ATLAS MS system [136].

The MDT [137] consists of 3 cm in diameter aluminium tubes filled with gas mixture
of argon and carbon-dioxide (93:7) with a pressure of 3 bar. The 50 µm in diameter
gold-plated tungsten-rhenium wire is in the centre of the tube. Muon momentum meas-
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urement is similar to the method used for the TRT. Traversing charged particle ionises
the gas inside the tube and ions drift to the wire in electric field. Fine position resolu-
tion is enabled by determination of the drift time. Each chamber contains several layers
of tubes, in total there is about 400000 tubes in 1194 chambers. Average resolution
per tube is 80 µm with a maximal drift time of 700 ns, the combined resolution of a
chamber is 30 µm. To achieve this precision the position of the tubes has to be known
with less then 80 µm, therefore four optical alignment rays are installed inside each
chamber to monitor the position of the chamber within a few µm. There is also optical
alignment which monitors relative position of the chambers with its neighbours. The
tubes are aligned along the azimuth with precision measurement in pseudorapidity.
The MDT cover range up to |η| < 2.7, except in the first layer in the end-caps where
the range is up to |η| < 2.0.

The CSC [138] cover the first layer in the end-caps in range 2.0 < |η| < 2.7 where
the interaction rates are very high (higher than 1150 Hz/cm2). The CSC are multiwire
proportional chambers aligned radially, eight large and eight small trapezoid cham-
bers have full azimuth coverage. The chambers are filled with gas mixture of argon
and carbon-dioxide (80:20), with two types of segmented cathode strips allowing meas-
urement in both η and ϕ directions. The spatial resolution of 40 µm is obtained in
the wire direction (pseudorapidity measurement), while resolution in azimuth is only
5 mm which is enough for the momentum direction measurement. Typical drift time
is approximately 30 ns.

The MDT and the CSC are arranged so that muons traverse the three layers,
providing three precise position measurements. The central rapidity region |η| < 0.1 is
only partially covered with chambers because of the services for the ID and calorimeters,
causing loss of the muon acceptance in this region.

(a) (b)

Figure 2.13: Schematic view of the MS in x-y (a) and z-y (b) projections [139].
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The RPC [140] are gaseous detectors covering the region up to |η| < 1.05. It consist
of two resistive plates on a 2 mm distance, filled with gas mixture of C2H2F4, Iso-C4H10,
and SF6 (94.7:5:0.3). Muons traveling the gas induce an avalanche towards the anode
and thin gas gap allows quick response time which is ideal for triggering. There are 544
RPCs arranged in three layers (two layers are located on either side of the middle MDT
layer and the third on the inner or outer side of the outer MDT layer, for the small and
large sectors, respectively), referred as three trigger stations, allowing for threshold set
up in low and high pT trigger. Each station has two independent layers which provides
η and ϕ measurements, resulting in six possible measurements for muon passing the
three stations. The trigger thresholds for inner layers is between 6 and 9 GeV, while
for outer layers it is in range 9 and 40 GeV. The RPC have a spatial resolution of
10 mm in z and ϕ with approximately 1.5 ns time resolution.

The TGC [141] are multiwire proportional chambers with the smaller wire-to-
cathode distance (1.4 mm) then the wire-to-wire distance (1.8 mm). The TGC are
filled with mixture of carbon-dioxide and n-pentane in high electric field for good time
resolution. The operational principle is similar to the CSC. In the end-caps they are
located in the inner and middle layer and have a dual application: as a trigger system
and for azimuth coordinate measurement. There are nine TGC disks concentrically
installed so that cover regions 1.05 < |η| < 1.92 and 1.92 < |η| < 2.4. The small
wire-to-wire distance and high electric field near the anode wires contribute to a good
timing resolution of 4 ns.

In the barrel the muon chambers are arranged in three cylindrical layers around
the beam axis that are called BI (Barrel Inner), BM (Barrel Middle), and BO (Barrel
Outer), also it can be separated into small and large sectors. Figure 2.14 illustrates
the chamber naming and the numbering of the sectors. The approximate azimuth
segmentation of the small (that include the magnet coils) and large (which are between
two coils) sectors is shown in Table 2.3. The end-cap muon chambers are arranged in
four disks on each side of the interaction point perpendicular to the beam axis, called
EI (End-cap Inner), EE (End-cap Extra), EM (End-cap Middle), and EO (End-cap
Outer). An auxiliary set of chambers, called BEE (Barrel End-cap Extra), are installed
on the cryostats of the end-cap toroids, they are constructed like barrel chambers
although functionally they serve in the end-cap system [142]. The pseudorapidity
segmentation of the MS is shown in Figure 2.15.

Table 2.3: The small and large sectors azimuth segmentation in MS.

No. MS sector ϕ [rad] No. MS sector ϕ [rad]

1 (−0.235, 0.235) 9 (2.905, 3.14) ∪ (−3.14,−2.905)
2 (0.235, 0.55) 10 (−2.905,−2.59)
3 (0.55, 1.02) 11 (−2.59,−2.12)
4 (1.02, 1.335) 12 (−2.12,−1.805)
5 (1.335, 1.805) 13 (−1.805,−1.335)
6 (1.805, 2.12) 14 (−1.335,−1.02)
7 (2.12, 2.59) 15 (−1.02,−0.55)
8 (2.59, 2.905) 16 (−0.55,−0.235)
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Figure 2.14: Cross-sectional view of the barrel MS perpendicular to the beam axis,
the MDT chambers in the small sectors are shown in red, the MDT chambers in the
large sectors are shown in blue, with light grey the eight coils of the toroid magnet

system are shown [135].

Figure 2.15: Schematic view of the MS in z-y projection with pseudorapidity
segmentation [135].
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2.2.6 Trigger System

The ATLAS detector is required to have fast and efficient trigger system in order to
reject background and pile-up events for achieving acceptable trigger rate for physics
processes of interest. At the LHC designed luminosity, the event rate is approximately
1 GHz, which require storing about 60 TB of data per second and event data recording
is limited to 200 Hz. The ATLAS trigger system [143] selects interesting events in order
to reduce the amount of stored data and in Run-1 it was based on three level selection
system, where each level refines previous decisions and applies additional selection
criteria. Figure 2.16 illustrates the design of the ATLAS trigger system with different
trigger rates. The trigger system has to reduce initial bunch crossing rate of 40 MHz
to an average recording rate of a few hundred Hz for permanent storage. During Run-1
average event rate was 200 Hz, with a peak of 1000 Hz during 2012, while for Run-2
average event rate is 1 kHz with maximal rate of 1.4 kHz [144, 145]. The first lever
trigger is hardware, while the other two are software based.

LEVEL 2
TRIGGER

LEVEL 1
TRIGGER

CALO MUON TRACKING

Event builder

Pipeline
memories

Derandomizers

Readout buffers
(ROBs)

EVENT FILTER

Bunch crossing
rate 40 MHz

< 75 (100) kHz

~ 1 kHz

~ 200 Hz

Interaction rate
~1 GHz

Regions of Interest Readout drivers
(RODs)

Full-event buffers
and

processor sub-farms

Data recording

Figure 2.16: Schematic diagram of the ATLAS Trigger system [144].

The first level trigger (L1) selects event within 2.5 µs using limited detector in-
formation and reduces the rate to about 75 MHz. The L1 searches for events with
muons, electrons, photons, jets, and τ leptons decaying into hadrons, as well as large
missing and total transverse energy using the information from the calorimeters and
the MS. Muons are identified using the RPC and the TGC trigger chambers in the MS
(described in Section 2.2.5). Information from the calorimeters is based on reduced
granularity of ∆η ×∆ϕ = 0.1× 0.1, where the L1 maps regions of interest (RoI) with
identified interesting features and records information about the type of the particle.

64



Chapter 2. Experimental Setup

The second level trigger (L2) is designed to reduce event rate to 1 kHz within 40 µs.
The L2 uses L1 defined RoI with full granularity and precision of all the available
detector data within the RoI and rebuilds the objects.

The final event selection is the event filter (EF) which reduces the event rate to
200 Hz. The EF reconstructs the entire event using the same algorithms used for the
offline analysis. It is applied in offline analysis procedures with the average processing
time of 4 s. Since more time is allowed per event than at L2, for EF more complicated
algorithms are able to run.

A trigger selection can also be prescaled when only a fraction of the events that
would pass the trigger selection is kept, to further reduce the event rate and avoid
overloading the data taking system.

During Run-2, the L2 and the EF are combined into the high-level trigger (HLT).
The HLT runs a more complete event reconstruction on a read-out of the whole de-
tector, and results in a trigger acceptance rate up to 700 Hz. After 2016, the HLT
tracking algorithms include a new fast hardware based tracking system (FTK) which
increased the rate up to 1 kHz, during 2017 only 50% of the FTK system will be
available for testing [145].

2.2.7 Simulation infrastructure and data preparation

The run control system monitors the ATLAS data-taking by combining the information
from all detector components. The data-taking run starts when all ATLAS systems are
ready and there are stable beams in LHC. Usually data-taking run corresponds to single
LHC fill and have a unique run number. Runs are further divided into luminosity blocks
(LB) where instantaneous luminosity is approximately constant and which usually last
a minute. In case of some problems with the detector components, only affected LB
can be excluded. Good run list (GRL) lists all LB where all detector parts of the
ATLAS experiment that are important for physics analyses are running correctly. The
runs are grouped in periods labeled alphabetically with a typical length of few weeks.

The ATLAS detector has to have good data acquisition system (DAQ) to save
and store all the information from the detector. The accepted events from the trigger
system are transferred to the DAQ for permanent storage and further processing in
RAW data format on magnetic tapes in the CERN computer centre (Tier0). They are
assigned to different streams according to the type of detected signature. The EGamma
stream has events with an important activity in the EM calorimeter, that are electron
and photon-like objects that passed the trigger selection. The Muon stream contains
events with the activity in the MS. The JetTauEtMiss stream is refers to events with the
activity in the HAD calorimeters or large missing transverse energy. The CosmicCalo
stream is with events when there were no collisions. There is also a debugging stream
which stores events which could not be evaluated in time for the trigger system. The
express express and the calibration streams are used for offline monitoring and detector
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calibration. One event can be stored in multiple streams.

Large Computing Grid (LGC) [146] is a network of many computer clusters and
is used for further processing and reprocessing of data from Tier0. The RAW data
is transferred to Tier1 (set of 13 computer centres) when the LHC is not running.
After reprocessing the data is stored at Tier2 (local computing systems). The Tier0
RAW data is in form of bytes collected in the different streams. In order to reduce the
amount of information (size) data is processed in different formats. Event Summary
Data (ESD) stores the whole detector level information transformed into object level
information which are distributed to Tire1 centres (together with one additional copy
of them). Analysis Object Data (AOD) are derived from ESD which contains only the
information about certain physics objects needed for analysis, like electrons, muons,
jets or photons. Derived Physics Data (DPD) are taken from AOD conversion after
some event selection and reduction of event information. DPD is suitable for final
physics analyses. DPD are transferred to Tire2 systems. The data used in this thesis
is stored in D3PD format which is derived from DPD so that it can be easily accessed
by standard tools (ROOT analysis framework [147]). In Run-2 a new data format
procedure has been used, xAOD, modified AOD so that it can be accessed by ROOT
framework.

ATLAS has implemented detailed detector simulation in order to understand de-
tector effects in data. Athena [148] is the common ATLAS software framework which
uses Geant4 [149] simulation toolkit [146]. The simulation procedure includes event
generation and full simulation of the particle interactions produced in the collision with
the detector components as well as of the electronics response of the detectors, followed
by the same reconstruction algorithms used for collision data.
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3Monte Carlo Event Generation, Detector Sim-
ulation and W -boson Reconstruction

In order to interpret the data collected by the ATLAS detector a precise prediction of
the detector output is necessary. The Monte Carlo (MC) programs are widely used
in experimental and theoretical high energy physics to simulate events or to calculate
total and differential cross section of a given physics process. A comparison of the
experimental data with the MC simulation allows to test the predictions of the un-
derlying theory, as well as to understand the measured data in order to calibrate the
detector.

There are several steps in the simulation chain for the ATLAS experiment [146]:
event generation using a MC generator for initial proton-proton collision and immediate
decays, simulation of the ATLAS detector geometry and material properties, digitisa-
tion which converts the hits produced by the core simulation into detector response,
and reconstruction of the objects in the detector. Both, the real data and the out-
put of the simulation chain use the same ATLAS trigger and reconstruction software
packages.

In this chapter an overview of the MC generators used to simulate the signal and
background samples is presented. A summary of the modeling of the vector boson
production and decay is also given, since achieving the best possible modeling of the
physics processes is one of the key aspects of this analysis, and therefore several cor-
rections to the MC predictions are presented. Then, the description of the object
reconstruction is given. This chapter concludes with W -boson event reconstruction.

3.1 event generation

The generation of events using the MC programs covers all aspects of particle evolution
described in Section 1.3.1. It starts with the simulation of the hard interaction, by
calculating the parton level cross section σ̂ at a fixed order in perturbation theory
using incoming parton momenta taken from a chosen PDF set. Then, the parton shower
algorithms are used to simulate the effect of soft and collinear radiation from partons
leaving the hard interaction. This process gives rise to the transverse momentum of
the hard interaction. The gluon radiation simulated in the parton shower is neglecting
the spin interactions and interference effects, but this effects are calculated in the
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matrix element of the hard interaction. The effects of loop diagrams can only be
calculated with the matrix element, but these effects are less significant compared to
the radiative effects implemented in the parton showering algorithms. The parton
shower algorithms do not provide a good description of the processes with energetic
partons, compared to the matrix element calculations. In order to obtain a good
description for the hard interaction processes, the parton showers must be merged with
fixed order calculations. The transition between the treatment of partons in the matrix
element and in the parton shower is difficult to model and different MC generators have
different approaches. The next step in the simulation chain is hadronisation of the
remaining partons into colorless hadrons, which may then subsequently decay further.
The phenomenological models designed to describe non-perturbative physical effects,
such as UE which includes the additional activity coming from the proton remnants
and multiple parton interactions, have to be tuned using experimental data.

Different MC event generators have different strategies in the event simulation. In
the following, a brief description of the most commonly used MC programs in studies
of the Z- and W -boson production at hadron colliders is given.

Pythia [150] is a general purpose LO event generator, consisting of all previously
described elements. The simulation of the hard scattering is performed for the processes
with two incoming and one or two outgoing partons. The hadronisation is done with a
string model which describes the color dynamics between quarks and gluons in terms of
strings. Pythia uses parton shower algorithm interfaced to matrix element calculation
with a full spin correlations between initial and final states.

Herwig [151] is another general purpose LO event generator. The main difference
compared to the Pythia is in the use of a different hadronisation algorithm referred
to as cluster model based on the pre-confinement property of the shower. The UE
is modeled via multiple parton interactions implemented in another program Jimmy
[152], which is interfaced to Herwig.

Powheg (POsitive Weight Hardest Emission Generator) [153] is a NLO matrix
element generator that does not depend on the subsequent shower MC program. Thus,
it can be easily interfaced to either Pythia or Herwig for the parton shower step of
the event generation.

MC@NLO [154] is another NLO matrix element generator, with electroweak dia-
grams calculated at LO. The higher order approximations of the parton shower and
hadronisation are obtained using the Herwig generator.

FEWZ (Fully Exclusive W and Z Production) [155] is specialised MC program for
calculation of the fully differential production of lepton pairs through the DY process
in hadron collisions, with NNLO calculation of the strong coupling constant.

MCFM [156] is, like FEWZ, MC program for calculating predictions for DY pro-
cesses with the inclusion of NNLO QCD corrections in the strong coupling constant.
MCFM includes the decays of the unstable gauge bosons, for the production of Z, W
and H boson, as well as HZ, HW and γγ in proton–proton collisions.
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DYNNLO [157] is a parton-level MC program for calculating the cross section for
vector boson production in proton–proton and proton–antiproton collisions, at NNLO
level for QCD corrections. The calculation includes the γ−Z interference, finite-width
effects, the leptonic decay of the vector bosons and the corresponding spin correlations.
The advantage of DYNNLO is that allows the user to apply arbitrary kinematical cuts
on the final state leptons and the associated jet activity, and to compute the corres-
ponding distributions in the form of binned histograms. DYNNLO explicitly decom-
poses the calculation of the cross section in the different pieces of the pT-subtraction
formalism, and allows the computation of statistically correlated PDF variations.

DYRES [158] is another MC program for calculation of the cross section for vec-
tor boson production in proton–proton and proton–antiproton collisions. It com-
bines the calculation of the cross section up to NNLO with the resummation of the
logarithmically-enhanced contributions at small transverse momenta up to NNLL in
QCD perturbation theory. The program includes the γ − Z interference, finite-width
effects and the leptonic decay of the vector boson with the corresponding spin correla-
tions. The calculation contains the full kinematics of the vector boson and of its decay
products. Like DYNNLO, DYRES allows the user to apply arbitrary cuts on the final
state kinematical variables, and to plot the corresponding distributions in the form of
binned histograms.

ResBos [159, 160] is a MC program that generates predictions for differential spec-
tra of pT and rapidity of particles produced in proton–proton and proton–antiproton
collisions. It is based on a resummed cross section which contains NLO perturbative
contributions matched with a sum of large logarithmic terms.

MiNLO (Multi-scale improved NLO) [161] provides predictions of the factorisation
and renormalisation scales in hadron collider processes with associated jet production,
at NLO. It is used as an NLO extension of the matrix element reweighting procedure
employed in LO matrix element parton shower merging algorithms.

Correct simulation of the photon FSR is of great importance for the measurement
of the mW , since it affects the p`T distribution. Photos [162] is a MC program used
for calculating QED multiple photon radiative corrections from external leptons in de-
cays of particles and resonances. In order to simulate the effect of QED FSR, other
generators are interfaced to Photos. For the Z- and W -boson production at LHC the
precision of QED FSR effects with Photos is 0.2 %. Photos generates photon emis-
sions starting from already generated events (with no QED radiations) and modifies
the final state lepton kinematics accordingly. The emission of each photon is calcu-
lated according to the corresponding QED matrix element, the algorithm is applied
iteratively, updating the available phase space after each emission and using the same
perturbative accuracy for each iteration. The iteration ends when the photon energy
is smaller than 107 times the energy of the parent, in the decay rest frame. Other
programs that incorporate EW corrections are: Winhac [163] which is a MC event
generator for DY processes in proton–proton, proton–antiproton and nucleus–nucleus
collisions, with multi photon radiation correction in Z- and W -boson production pro-
cesses at NLO in the perturbative expansion of the electromagnetic coupling constant
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and SANC (Support for Analytic and Numeric Calculations for experiments at col-
liders) [164] which implements calculations of complete NLO QCD and EW corrections
for the DY processes.

Multiple simultaneous interactions (pile-up) are modeled by overlaying independent
minimum bias (inelastic) events on top of the hard-scatter event, accounting only for
the in-time pile-up. Out-of-time pile-up is modeled in the same way, but there is an
offset in time in the simulation to allow for an accurate model of the signal processing.
The number of such collisions is modeled to match the pile-up level in data.

The MC generated events are the passed through a full simulation of the ATLAS
detector geometry and material properties is based on the Geant4 package, in order
to simulate the interactions of particles as they propagate through the ATLAS detector
[149]. The detector description includes maps of the magnetic field as well as measured
misalignments of the tracking detectors. For all particles that are passing through
the material, multiple scattering, energy loss and charge deposition in the detector
material is calculated. In order to obtain a realistic behaviour of particles showering in
the calorimeters, nuclear reactions are also simulated. The next step in the simulation
is the digitisation, when the energy deposits and hits in the detector are converted into
the voltages and currents, as in the detector.Then, the physics objects are reconstructed
using identical algorithms for simulated and data events. The object reconstruction is
described in Section 3.4.

3.2 event samples

In this section, collision and simulated data samples which are used in this thesis are
described.

3.2.1 Collision data samples

The W -boson mass measurement described in this thesis is based on proton-proton
collision data recorded in 2011 at the centre of mass energy of

√
s = 7 TeV with the

ATLAS detector at the LHC. After application of data quality requirements, ensuring
that all detector parts are operational, including the ID, the calorimeters and the MS,
as well as the magnet system is operating with nominal fields, the total integrated lu-
minosity corresponds to 4.6 fb−1. For the muon channel, smaller integrated luminosity
is used 4.1 fb−1, since a part of the data had to be discarded due to a timing problem
in RPC which affected the muon trigger efficiency, leading to the loss of about 12% of
the data. The relative uncertainty on the integrated luminosity is 1.8% [106].

The muon momentum studies described in Chapter 4 are based on proton-proton
collision data recorded in 2011 and 2012 at the centre of mass energy of

√
s = 7 TeV

and
√
s = 8 TeV, respectively. Application of data quality requirements, ensures
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that all ID (pixel, SCT and TRT) and MS (MDT, CSC, RPC and TGC) parts are
operational, as well as that the magnet system is operating with nominal fields. The
total integrated luminosity corresponds to 4.6 fb−1 and 20.4 fb−1 for 2011 and 2012
datasets, respectively.

3.2.2 Simulated data samples

As a baseline for the Z- and W -boson production and decay in electron, muon and tau
channels, the Powheg MC samples are used. However, Powheg is interfaced with
Pythia 8 for modeling of the parton shower, hadronisaton and UE, with parameters
set up according to the AZNLO tune [165]. The AZNLO tune is designed to describe
the Z-boson pT distribution by modeling parton shower parameters. The CT10 [166]
PDF set is used for the hard scattering processes, and the CTEQ6LI [167] PDF set is
used for the parton shower. The effect of QED FSR is simulated with Photos. Decays
of the tau leptons are handled by Pythia 8 taking into account polarisation effects.
The masses of the Z- andW -bosons are set tomW = 80399 MeV1 andmZ = 91187 MeV
respectively for the nominal simulations. The top background samples are produced
using MC@NLO generator interfaced with Herwig and Jimmy. There is one sample
for top quark pair production and several for single top quark production depending
on the top quark decay into W boson and lighter quarks (b, s and d). Gauge boson
pair production WW , WZ and ZZ is simulated with Herwig. Only samples with
semileptonic decays of top and boson pair production are used. Background samples
of heavy flavour multijet events (with b̄b and c̄c), were simulated with Pythia 8 in order
to validate the data-driven methods used to estimate backgrounds with non-prompt
leptons in the final state. For the signal samples of Z- and W -boson production and
decay in electron and muon channels no filter is applied. For the simulated W → τν
samples, the lepton filters at the generator level are applied requiring at least one
electron or muon with pT > 20 GeV and |η| < 2.8. Corresponding filtering efficiencies
are ≈ 14.6% for the W+-boson and ≈ 12.7% for the W−-boson sample. Similar filter is
applied in the Z → ττ sample leading to the efficiency of the applied filter of ≈ 26.3%.
The pile-up is simulated with Pythia 8 using A2 tune [168].

Table 3.1 summarises used MC samples for the W -boson mass measurement with
the respective cross sections, initial number of events and corresponding integrated
luminosity of each sample. The W - and Z-boson samples are normalised according to
their measured cross sections [169]. The tt̄ samples are normalised to the measured
cross section [170], while the single top samples are normalised according to a cross
sections calculated using MC@NLO program. The gauge-boson pair production is
normalised to the NLO predictions calculated with MCFM [171]. The total number
of simulated events, i.e. signal and background, is normalised to the data, after the
selection requirements, with subtracted multijet background which was estimated from
a data-driven method.

1The world average value for the W -boson mass before 2012 was mW = 80399±23 MeV, this value
is used in the MC generators as a parameter.
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Table 3.1: MC samples used in the W -boson mass measurement, with the respective
cross sections, initial number of events and corresponding integrated luminosity of

each sample.

Process Generator σ ×BR[pb] Nevt Lint[fb−1]

Signal Samples

W+ → µ+ν Powheg+Pythia8 6344.9 9.544·107 15.042
W− → µ−ν Powheg+Pythia8 4376.5 6.517·107 14.891
W+ → e+ν Powheg+Pythia8 6344.9 9.376·107 14.778
W− → e−ν Powheg+Pythia8 4376.5 6.592·107 15.062

Background Samples

W+ → τ+(e+, µ+)ν Powheg+Pythia8 930.04 1.488·107 16.000
W− → τ−(e−, µ−)ν Powheg+Pythia8 603.63 9.990·106 16.550

Z → µ+µ− Powheg+Pythia8 990.3 2.949·107 29.784
Z → e+e− Powheg+Pythia8 990.3 2.952·107 29.808

Z → τ+τ−(e, µ) Powheg+Pythia8 260.42 5.871·106 22.543
WW Herwig 20.86 2.457·106 11.781
ZZ Herwig 1.54 2.478·105 160.883
WZ Herwig 6.97 9.920·105 142.332
tt̄ MC@NLO 101.51 1.146·107 112.950

st_tchan_eν MC@NLO 6.83 1.758·105 25.737
st_tchan_µν MC@NLO 6.82 1.755·105 25.731
st_tchan_τν MC@NLO 6.81 1.748·105 25.670
st_schan_eν MC@NLO 0.46 2.512·105 546.170
st_schan_µν MC@NLO 0.46 2.513·105 546.370
st_schan_τν MC@NLO 0.46 2.514·105 546.608

st_Wt MC@NLO 14.37 7.897·105 54.954

For the crosscheck of the hadronic recoil corrections described in Chapter 5 an
alternative set of samples for Z- and W -boson production is used, so that for each
Powheg+Pythia6 sample a corresponding Powheg+Herwig sample is used. The
crosscheck samples are generated with Powheg interfaced to Herwig for the mod-
elling of the parton shower and to Jimmy for the underlying event, as summarised in
Table 3.2.

Table 3.2: MC samples used for the crosscheck of the hadronic recoil corrections,
with number of analysed events for each sample.

Process Generator Nevt

W+ → µ+ν Powheg+Pythia6 2.300 · 107
W− → µ−ν Powheg+Pythia6 1.699 · 107
Z → µ+µ− Powheg+Pythia6 1.998 · 107
W+ → µ+ν Powheg+Herwig 1.593 · 107
W− → µ−ν Powheg+Herwig 1.199 · 107
Z → µ+µ− Powheg+Herwig 9.928 · 106

For the muon momentum studies described in Chapter 4, MC samples of muon
decays from J/ψ and Z-boson are used, as summarised in Table 3.3. The FSR is
not included in the J/ψ production. Photos generator is not included in the 2011
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MC simulation of J/ψ, while built-in QED radiation that is switched on for the 2012
MC production is ineffective since Pythia 6 does not have a machinery for photon
radiation in ordinary hadronic decays. As a consequence of the FSR convoluted with
the detector resolution, position of the mass peak is shifted with respect to the world
average value of J/ψ by amount of about 3 MeV toward lower values. For these samples
the FSR was modeled by hand. More details about the MC samples used for muon
momentum studies will be given in Chapter 4.

Table 3.3: MC samples used for the muon momentum studies, with number of
analysed events for each sample.

Process Generator Nevt

J/ψ → µ+µ− Pythia6 4.343 · 107
Z → µ+µ− Powheg+Pythia6 1.998 · 107

J/ψ → µ+µ− Pythia8 6.630 · 107
Z → µ+µ− Powheg+Pythia8 2.996 · 107

3.3 modeling of the Z- and W -boson production and
decay

A detailed description of the physic modeling is beyond the scope of this thesis and
can be found in [172] and [80].

The baseline Powheg+Pythia 8 simulated samples are not describing the Z-
and W -boson production and decay precisely enough for the measurement of the W -
boson mass. The Z- and W -boson simulated samples are reweighted to include the
effects of higher-order QCD and EW corrections, as well as the results of fits to the
measured distributions. The correction procedure is based on the factorisation of the
fully-differential leptonic DY cross section [60] into four terms:

dσ
dp1 dp2

=

[
dσ(m)

dm

] [
dσ(y)

dy

][
dσ(pT, y)

dpT dy

(
dσ(y)

dy

)−1
]

[
(1 + cos2 θ) +

7∑
i=0

Ai(pT, y)Pi(cos θ, φ)

]
, (3.1)

where p1 and p2 are the lepton and anti-lepton four-momenta; m, pT, and y are the
invariant mass, transverse momentum, and rapidity of the dilepton system; θ and φ
are the polar angle and azimuth of the lepton in any given rest frame of the dilepton
system; Ai are angular coefficients; and Pi are spherical harmonics of order zero, one
and two. The first term represents the differential cross section as a function of the
invariant mass. The second one is the differential cross section as a function of boson
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rapidity. The third term corresponds to the boson transverse momentum at a given
rapidity. And the forth term represents the angular coefficients, as shown in Equation
1.53. The W - and Z-boson resonances are parametrised according to Equation 1.47
with running-width Breit-Wigner function, which is consistent with the use of the
world average value for the boson masses. The third term is modeled with Pythia
8 generator. The second and fourth term are modeled with perturbative QCD fixed-
order predictions. After these corrections, there is an improved agreement of lepton
kinematic distributions with the data.

Measurements of the Z- and W -boson production properties are used to validate
and constrain the modelling of the fully-differential leptonic DY cross section. The
modelling of the differential cross section as a function of boson rapidity, is validated
by comparing to the W - and Z-boson rapidity measurements at

√
s = 7 TeV [169]. The

QCD parameters of the parton shower model were determined by fits to the transverse-
momentum distribution of the Z boson measured at 7 TeV [165]. The modelling of
the angular coefficients is validated by comparing the theoretical predictions to the
corresponding measurement using the high statistics Z → `` sample collected during
2012 data-taking at

√
s = 8 TeV [173].

3.3.1 Electroweak corrections

The baseline MC signal samples used in this analysis are Powheg+Pythia8, which
is a LO in the electroweak couplings, therefore the parameterisation of the W and
Z resonances has to be corrected. The real photon emission corrections are applied
with Photos to the LO MC. Other sources of electroweak corrections, which consist
of the interference between ISR and FSR QED corrections, pure weak corrections due
to virtual-loop and box diagrams, and final-state emission of lepton pairs [80], are
not included in the simulated sample, and their effects are considered as systematic
uncertainties.

3.3.2 Modeling of Z- and W -boson rapidity distribution

At LO W and Z bosons are produced with zero transverse momentum, and the angular
distribution of the decay leptons depends only on the polar angle of the lepton in the
boson rest frame. The higher-order corrections give rise to sizeable boson transverse
momentum, and to azimuthal asymmetries in the angular distribution of the decay
leptons. For the calculation of the differential cross section as a function of boson
rapidity and the angular coefficients as a function of the transverse momentum and
rapidity of the boson, an optimised version of DYNNLO [157] is used. The rapidity
distributions of the vector bosons, and the angular distributions of decay leptons,
are reweighted such that they agree with the predictions from the NNLO, using the
CT10NNLO PDF set [174].
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The values of the angular coefficients predicted by the Powheg+Pythia 8, differ
significantly from the corresponding NNLO predictions. In particular, large differences
are observed in the predictions of A0 at low values of boson transverse momentum.
Other coefficients, such as A1 and A2, are significantly affected by the NNLO correc-
tions. For the Z-boson production, A3 and A4 are sensitive to the vector couplings
between the Z boson and the fermions, and are predicted assuming the measured value
of the effective weak-mixing angle [80].

3.3.3 Modeling of Z- and W -boson transverse momentum distribution

The higher-order corrections to the production of the W boson with low pT (for pT �
mW ) are dominated by multiple soft or almost collinear parton emissions. Contrary,
in the events with high pT (for pT � mW ) higher order corrections are dominated by
emission of one or more hard partons and perturbative QCD is used for calculation of
the differential cross section. In order to have a full theoretical picture and a consistent
result for full boson pT range the resummed cross section has to be matched with the
perturbative QCD prediction.

The modelling of the transverse-momentum spectrum of vector bosons is based on
the Pythia 8 parton shower MC generator. The predictions of vector-boson produc-
tion in the Pythia 8 MC generator employ LO matrix elements for the qq̄′ → W,Z
processes and include a reweighting of the first parton shower emission to the LO V+jet
cross section. The resulting prediction of the boson pT spectrum is comparable in accur-
acy to those of a NLO plus parton shower generator setup such as Powheg+Pythia
8, and of resummed predictions at NLL order [80].

The values of the QCD parameters used in Pythia 8 were determined from fits to
the Z-boson transverse momentum distribution measured with the ATLAS detector at
a centre-of-mass energy of

√
s = 7 TeV [165]. The resulting values of the Pythia 8

parameters constitute the AZ tune, and are used to predict the pWT spectrum. In order
to validate the results of the AZ tune, the predicted differential cross section W -to-Z
ratio is compared to the corresponding ratio of the ATLAS measurements of vector-
boson transverse momentum [165, 175]. The comparison is shown in Figure 3.1 where
kinematic requirements on the decay leptons are applied according to the experimental
acceptance. The measured Z-boson pT distribution is rebinned to match the coarser
bins of the W -boson pT distribution, which was measured using only 30 pb−1 of data.
The theoretical prediction is in agreement with the experimental measurements for the
region with pVT < 30 GeV, which is relevant for the measurement of the W -boson mass.

75



Chapter 3. Monte Carlo Event Generation, Detector Simulation
and W -boson Reconstruction

 [GeV]
T

p

0 10 20 30 40 50 60 70

W
/Z

R

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4 Data

Pythia 8 AZ Tune

ATLAS
-1Z+X, 4.7 fb→ = 7 TeV, pps
-1W+X, 30 pb→ = 7 TeV, pps

Figure 3.1: The ratio of the differential cross sections RW/Z(pT) as a function of the
boson pT [165, 175]. The measured cross sections are compared to the predictions of
the Pythia 8 AZ tune. The error bars show the total experimental uncertainties.

The plot is taken from [80].

Reweighting procedure

The described physics model is applied to the Powheg+Pythia 8 simulated samples
through an event-by-event reweighting. The reweighting procedure is performed in
several steps. First the rapidity distribution is reweighted according to the NNLO
QCD predictions evaluated with DYNNLO [157]. Then, at a given boson rapidity, the
vector boson transverse momentum shape is reweighted to the Pythia 8 prediction
with the AZ tune. This procedure provides the transverse momentum distribution of
vector bosons predicted by Pythia 8, preserving the rapidity distribution at NNLO.
Finally, the angular variables are reweighted according to:

w =
1 + cos2 θ +

∑
A′

iPi(cos θφ)

1 + cos2 θ +
∑
AiPi(cos θφ)

(3.2)

where Ai are angular coefficients of the nominal Powheg+Pythia 8 samples, while
A′

i are the angular coefficients evaluated at O(α2
2).

The resulting theoretical prediction is tested by comparing the predicted differential
cross section as a function of Z-boson rapidity, and W -boson differential cross section
as a function of lepton pseudorapidity, to the corresponding ATLAS measurement,
as shown in Figure 3.2, which also includes the experimental uncertainties and the
PDF uncertainties of the CT10NNLO PDF set. A very good agreement between ex-
perimental measurements and theoretical predictions is observed. A χ2 compatibility
test is performed for the three distributions simultaneously, including the correlation
between uncertainties. The compatibility test yields a χ2/dof value of 45/34.
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Figure 3.2: (a) Differential Z-boson cross section as a function of boson rapidity,
and (b) differential W+ and W− cross sections as a function of charged decay-lepton
pseudorapidity at

√
s = 7 TeV [169]. The measured cross sections are compared to

the Powheg+Pythia 8 predictions, corrected to NNLO using DYNNLO with the
CT10NNLO PDF set. The error bars show the total experimental uncertainties,

including luminosity uncertainty, and the bands show the PDF uncertainties of the
predictions [80].

3.4 object reconstruction and identification

The reconstruction and identification of each object is achieved by combining the in-
formation from several sub-detectors. The ATLAS reconstruction software uses inform-
ation about particle trajectories and momenta from the ID and the MS, and energy
deposited in the calorimeters in order to build a physics object corresponding to a
particle. Good identification and reconstruction performance is crucial for the meas-
urement of the W -boson mass. The W -boson candidates are selected as events with
at least one electron or muon candidate and large missing transverse energy, as illus-
trated in Figure 3.3 in Section 3.5. This section describes the techniques used to define,
reconstruct and identify the objects used in the thesis.

Track and vertex reconstruction

Tracks produced by the charged particles traversing the ATLAS detector are recon-
structed using a series of algorithms based on hits in the ID [176, 177]. There are
two complementary inside-out and outside-in pattern recognition algorithms for track
reconstruction. The final track candidates are required to fulfill a set of quality criteria
based on the number of hits in the ID as well as longitudinal impact parameter (z0)
and transverse impact parameter (d0). The impact parameters are determined with
respect to the nominal beam-line.

77



Chapter 3. Monte Carlo Event Generation, Detector Simulation
and W -boson Reconstruction

The correct determination of the primary vertex of the proton–proton interaction,
i.e. the place where the hard scattering occurred, is extremely important in high pile-
up conditions [176]. Primary vertices are reconstructed employing an iterative vertex
finding algorithm where vertex seeds are calculated from the z position at the beam
line of the various reconstructed tracks. In order to remove fake instances, each track
carries a weight measuring its compatibility with the fitted vertex based on a χ2 fit.
When a track is displaced more than 7σ from its vertex, it is assigned to another vertex.
Secondary vertices arise from other processes like hadron decays or photon conversions.

Electron reconstruction and identification

Electrons are identified using the information from the ID and the EM calorimeter [77].
The energy of the electron candidate is taken from the clusters of energy deposited in
the EM calorimeter, while the charge and momentum direction of the electron are
derived from the associated track. In the case that the track is reconstructed from a
low number of hits in the high precision ID modules, the direction is determined by the
position of the barycentre of the calibrated EM cluster. When the trajectory of a track
in the ID is matched to the position of a cluster in the calorimeter, a reconstructed
electron candidate is found. Then, the electron clusters are rebuild, using 3× 7 in the
barrel and 5× 5 in the end-caps EM calorimeter cells, within the acceptance of the ID.
In order to compute the tower energy, the energy of the cells in all longitudinal layers
is summed. The reconstruction algorithm searches clusters of longitudinal towers with
total energy above 2.5 GeV, then larger cluster windows are formed.

When the reconstructed candidate electron is found, an identification criteria is
applied in order to suppress backgrounds from sources like misidentified hadronic jets,
prompt photons and photon conversions, as well as electrons from hadron decays. The
identification criteria relies on the shape of electromagnetic shower in the calorimeter
as well as on tracking and track-to-cluster matching quantities. The identification can
be based either on independent cuts on these quantities or on a single cut on the output
of a likelihood function taking as inputs these quantities. Three reference sets of cuts
have been defined with increasing background rejection power: loose, medium and
tight [77]. The loose selection criteria provides excellent identification efficiency, but
low background rejection. The medium selection improves the background rejection
by 3-4 times, but also reduces the identification efficiency by 10%. The tight selection
uses all of the particle identification tools available for electrons and requires the largest
possible rejection of non-isolated electrons. For the tight selection, additional cuts are
applied on the number of TRT hits, the ratio of the EM cluster energy to the track
momentum, and also there is a veto on reconstructed photon conversion vertices which
are associated with the cluster. The tight selection reduces the efficiency to 80% for
Z-boson events. These criteria were re-optimised at the end of Run-1 to the plus-
plus menu, i.e. loose++, medium++ and tight++, which are defined with improved
performance over the standard ones for a higher pile-up environment.
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A multivariate regression algorithm, developed and optimised on simulated events,
is used to calibrate the energy reconstruction [78]. The reconstructed electron energy is
corrected to account for the energy deposited in front of the calorimeter and outside the
cluster, as well as for variations of the energy response as a function of the impact point
of the electromagnetic shower in the calorimeter. The energy calibration algorithm
takes as inputs the energy collected by each calorimeter layer, including the presampler,
the pseudorapidity of the cluster, and the local position of the shower within the cell
of the second layer, which corresponds to the cluster centroid. For the W -boson mass
measurement additional calibration is needed, which is based on Z-boson events and
depends on electron η and ϕ, as explained in Section 6.1.1. More details can be found
in [178] and [80].

For the W -boson mass measurement, electron candidates are required to have pT >
15 GeV and |η| < 2.4 and to fulfill a set of tight++ identification requirements [77].
The pseudorapidity range 1.2 < |η| < 1.82 is excluded from the measurement, since the
amount of passive material in front of the calorimeter and its uncertainty is largest in
this region [78]. In this way an inaccurate description of the non-Gaussian tails in the
electron energy response is prevented. Additional isolation requirements, applied on the
nearby activity in the ID and the calorimeter, are imposed to improve the background
rejection. These isolation requirements are implemented by requiring small scalar sum
of the pT of tracks in a cone of ∆R < 0.4 around the electron (pcone40T ) and small
transverse energy deposited in the calorimeter within ∆R < 0.2 around the electron
(Econe20

T ). The contribution from the electron candidate itself is excluded. The specific
criteria are optimised as a function of electron pT and η, maintaining a uniform isolation
efficiency of 97% for track- and 98% for calorimeter-based variables across a wide range
of pT and η. In general, these requirements vary in the range from 2.0 to 3.0 GeV for
pcone40T , and from 2.5 to 4.5 GeV for Econe20

T .

Muon reconstruction and identification

Muon reconstruction and its performance will be discussed in detail in Chapter 4. Here
some information relevant for the W -bososn mass measurements are given. Muons are
reconstructed and identified using the information from the ID and the MS, accom-
panied by small energy deposits in the calorimeters along their trajectory. A combined
muon candidate is formed from a combination of a MS track with an ID track, based
on the statistical combination of the track parameters, so called STACO algorithm
[179]. For the purpose of the W -boson mass measurement kinematics properties (pT,
η and θ) of the muon candidates are defined using only track parameters measured by
the ID. This allows a simpler calibration procedure, ignoring muon energy loss in the
calorimeters and momentum measurement of the tracks reconstructed in the MS. The
downside of this choice is a loss of precision in the measurement of the W -boson mass
due to degradation of the muon momentum resolution especially in the region |η| > 2.0
which is not covered by the TRT [98]. This loss of precision is however negligible for
the overall result.
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The ID tracks associated with the muons must satisfy quality requirements on the
number of hits recorded by each sub-detector [79]:

• expected b-layer hit:
Npixel ≥ 1,

where Npixel is the number of pixel hits,
• expected pixel hits:
Npixel +Ndead pixel sensors > 1

where Ndead pixel sensors is the number of crossed dead pixel sensors,
• expected SCT hits:
NSCT +Ndead SCT sensors > 5

where NSCT is the number of SCT hits and Ndead SCT sensors is the number of crossed
dead SCT sensors,

• ID Si holes:
Npixel holes +NSCT holes < 3,

where Npixel holes and NSCT holes are number of pixel and SCT holes, respectively,
• TRT quality cuts:

for |η| < 1.9: NTRT +NTRT outliers > 5 and NTRT outliers

NTRT+NTRT outliers
< 0.9,

for |η| ≥ 1.9: NTRT +NTRT outliers > 5 if NTRT outliers

NTRT+NTRT outliers
< 0.9,

where NTRT is the number of TRT hits on the muon track and NTRT outliers is the
number of TRT outliers on the muon track.
In addition, muon candidates are required to have a longitudinal impact parameter
|z0| < 10 mm, in order to reduce muons arising from cosmic and other non-collision
backgrounds. Muon candidates are required to have pT > 20 GeV and |η| < 2.4. The
rejection of multijet background is increased by applying an isolation requirement: the
scalar sum of the pT of tracks in the ID in a cone of ∆R < 0.2 around the muon
candidate is required to be less than 10% of the muon pT, where the track are required
to have pT > 1 GeV and originate from the primary vertex.

Jet reconstruction and identification

Topological clusters [180], i.e. topo-clusters, formed by hadronic deposits, are extracted
in the hadronic calorimeter using neighbouring cells with significant energy deposit over
the noise. A topological cluster starts with a calorimeter cell for which the signal-to-
noise ratio exceeds four, where the noise is the typical ambient energy flux. From this
starting cell additional cells are added iteratively if they have a signal-to-noise ratio
of at least two. Then reconstructed topological clusters are fed into a jet clustering
algorithm which creates the actual jet physics objects.

Jet reconstruction represents characterising of the stream of particles as a whole
by identifying jet candidates, instead of measuring the kinematic properties of each
individual particle [181]. Since the stream consists mostly of neutral and charged
hadrons, jets are characterised by focused energy deposits in the calorimeter system
with a significant fraction in the hadronic calorimeter in conjunction with many nearby
tracks. In ATLAS, jets are reconstructed with the anti-kT algorithm [181] with a
distance parameter ∆R = 0.4 or 0.6.
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Missing transverse energy reconstruction

Missing transverse energy is defined as the momentum imbalance in the plane trans-
verse to the beam axis. Standard approach developed in the ATLAS experiment is
an object-based one. The reconstruction of the missing transverse energy allows to
benefit from optimised energy calibration schemes for different particle types which is
leading to a better resolution [182]. The energies are mostly determined from calor-
imeter measurements, except for muons. To avoid using calorimeter energy deposits
multiple times, the algorithm assigns energy to deposits to a single object according to
a strict order: electrons are identified first, followed by photons, hadronically decaying
τ leptons, jets, and muons. Finally, topological clusters and tracks not assigned to
physics objects are included in the calculation as the so-called soft term. The missing
transverse energy is given by its x and y components:

Emiss
x(y) = −

(
Ee

x(y) + Eγ
x(y) + Eτ

x(y) + Eµ
x(y) + Ejets

x(y) + Esoft
x(y)

)
, (3.3)

where each term represents the total momentum of the reconstructed objects in the
x or y directions. The measured Emiss

T receives contributions from sources besides
invisible particles, including calorimeter noise, particles falling in insensitive regions
of the detector, energy miss-measurements, and pile-up interactions. Particles falling
outside the detector acceptance contribute irreducibly to the Emiss

T resolution. For
physics objects like electrons or jets, the noise and pile-up contributions are suppressed
by the reconstruction algorithms and identification cuts. To reduce the noise and pile-
up contributions to the soft term, the cells are grouped into topological clusters. In
order to calibrate Emiss

T , all involved physics objects have to be calibrated independently.
Therefore, the calibration of this quantity is relatively complicated, as the individual
uncertainties have to be treated in a coherent way.

Missing transverse energy based on hadronic recoil is derived quantity from
hadronic recoil which is used for the mW measurement. The hadronic recoil ~uT in
the transverse plane is reconstructed from the vector sum of the transverse energy of
all topo-clusters2 reconstructed in the calorimeters ~E cluster

T , excluding energy deposits
associated to the decay leptons (electrons and muons):

~uT =
∑

~E cluster
T . (3.4)

The transverse energy vector of a cluster has a magnitude ET = E/ cosh η with E
being the energy deposit of the cluster and η its pseudorapidity. The azimuth ϕ of the
transverse energy vector is defined from the coordinates of the cluster in the transverse
plane. For Z- and W -boson events, −~uT provides an estimate of the boson transverse
momentum. The parallel projection of the recoil uZ‖ onto the Z-boson transverse mo-
mentum reconstructed from the decay lepton pair ~p ``

T can be compared to the −~p ``
T

and probes the detector response to the recoil in terms of linearity and resolution,
while the perpendicular projection uZ⊥ satisfies < uZ⊥ >= 0 and its width provides an
estimate of the recoil resolution. For W -boson events, the parallel and perpendicular

2Different definitions of the hadronic recoil will be discussed in Section 5.3.
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projections are defined onto the axes parallel and perpendicular to the reconstructed
charged lepton transverse momentum. The magnitude and direction of the transverse
momentum vector of the decay neutrino ~p ν

T , are inferred from the vector of the miss-
ing transverse energy ~E miss

T , which corresponds to the momentum imbalance in the
transverse plane and is defined as:

~E miss
T = −

(
N∑
i=1

~p `
T, i + ~uT

)
, (3.5)

where N = 1 for W -boson events and N = 2 for Z-boson events. This definition of
Emiss

T does not involve the explicit reconstruction of particles and jets, thus it avoids
possible threshold effects. The recoil based definition of Emiss

T is applicable only for Z-
and W -boson events, allowing straightforward and precise calibration for the W -boson
mass measurement. Detailed description of the hadronic recoil, its performance and
calibration, is given in Chapter 5.

3.5 W -boson event selection

The W -boson candidates are required to have at least one electron or muon candidate
and a large missing transverse energy, as illustrated in Figure 3.3.

Figure 3.3: The transverse view of a W -boson candidate with the electron or the
muon candidate denoted as `, the neutrino ν and the hadronic recoil uT. The circles

around the objects represent the energy deposited in the calorimeters.

The candidates are selected by applying set of selection requirements on the event
variables, these cuts are applied in sequence, one given cut is applied to the events
passing the one immediately before. In the following, each step of the selection is
described and a summary of the selection requirements for the W -boson candidates is
given in Table 3.4.
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First, for data, events has to pass the GRL requirement, as explained in Section 3.2.
Then, the W -boson candidates are selected with triggers requiring at least one muon
candidate with transverse momentum larger than 18 GeV or at least one electron can-
didate with transverse energy larger than 20 GeV. The transverse energy requirement
for the electron candidate was raised to 22 GeV in later data taking periods because of
the increased instantaneous luminosity delivered by the LHC. In order to suppress cos-
mic events and events from non-collision background, only events with a reconstructed
primary vertex with at least three associated tracks with pT > 500 MeV are selected.
The electron and muon candidates are selected following requirements described in Sec-
tion 3.4. In addition, selection is requiring exactly one reconstructed electron or muon
with p`T > 30 GeV. Then, the lepton candidates are matched to the trigger object, so
called trigger matching, and only events with ∆R < 0.2 between the two objects are
considered. Trigger matching is necessary in order to have reliable estimation of the
trigger efficiency. Problems in the calorimeter can lead to energy miss-measurements
affecting the hadronic recoil reconstruction. These spurious events are vetoed using
standard cleaning cuts. The standard procedure for jet cleaning is applied, in order to
reject events with fake jets. During one part of the 2011 data-taking, the LAr calori-
meter suffered from six dead front end boards, which affected about 20% of the data, so
this was incorporated in the simulation. The part of the LAr calorimeter with problems
is localised in the region 0 < η < 1.475 and −0.9 < ϕ < −0.5, and is referred as LAr
hole [77]. This cut is vetoing events if a jet falls inside the LAr hole. In order to reduce
the multijet background contribution, and to minimise model uncertainties from W
bosons produced at high transverse momentum, the W -boson selection is constricted
by three additional requirements: uT < 30 GeV, Emiss

T > 30 GeV and mT > 60 GeV.
The selection requirements on p`T, mT and Emiss

T illustrate a standard set of kinematical
cuts for W -boson selection [169, 175, 183–185]. For the mW measurement, tighter cuts
are imposed with respect to the standard ones: p`T > 25 GeV, Emiss

T > 25 GeV and
mT > 40 GeV, with the purpose to increase suppression of the multijet background.
The upper cut on uT also sharpens the Jacobian peak of the p`T and mT distributions.

After all selection criteria applied there is 5.89 and 7.84 million W -boson candidates
in electron and muon channel respectively.

Table 3.4: The summary of the W -boson selection requirements.

Cut W → eν W → µν

GRL GRL
Event selection primary vertex with at least 3 tracks
Trigger one electron ET > 20/22 GeV one muon pT > 18 GeV
Event cleaning jet cleaning, LAr veto
Lepton selection tight++ combined, ID kinematics, |z0| < 10 mm

|η| < 1.2 and 1.8 < |η| < 2.4 |η| < 2.4
p`T > 30 GeV

Lepton isolation pcone40T /pT and Econe20
T /ET pcone20T /pT < 0.1

W -boson selection uT < 30 GeV
mT > 60 GeV
Emiss

T > 30 GeV
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The ATLAS muon system is designed to precisely measure the momentum of muons
in an energy range from a few GeV to the TeV scale, as discussed in Chapter 2. Muons
pass through the detector, leaving tracks in ID and MS and some minimal amount
of energy, typically 3 GeV, in the calorimeters. The MS is designed to provide muon
momentum measurement with a relative resolution better than 3% over a wide pT

range and up to 10% at pT ≈ 1 TeV [76].

Muons play a key role to some of the most important physics results published by
the ATLAS experiment. Some of these results are the discovery of the Higgs boson,
precise measurement of the W -boson mass and searches for physics beyond SM with
muons in final states. Thus, by improving the measurement of muon momentum, one
improves measurement of particles that decay into muons.

In this chapter an overview of the calibration of the muon momentum scale and
resolution with the ATLAS detector during Run-1 is given. In the first section, the
muon reconstruction is introduced. Then, the description of the muon energy loss
in the calorimeters is given. Following section explains the muon momentum studies
with the J/ψ events, where the detailed description is presented in [186]. Next, the
description of the muon momentum scale and resolution corrections is given, which is
based on the [187] and [79]. This chapter concludes with an overview of the muon
momentum uncertainties for the Higgs boson mass measurement [188], given in [189].

4.1 muon reconstruction at atlas in run-1

Muons are reconstructed independently in the ID and MS. The muon momentum is
measured from the curvature of the track in the magnetic field. The inverse momentum
P of the muon is proportional to the track curvature (sagitta) s:

1

P
=

8s

BL2
, (4.1)

where B is the magnetic field and L is the length of the straight line connecting
the two outer segments, as illustrated in Figure 4.1. The sagitta for a 1 TeV muon
is approximately 500 µm. Thus, in order to achieve designed transverse momentum
relative resolution of 10 % for a 1 TeV muon, the sagitta must be known with an
accuracy of 50 µm.

84



Chapter 4. Muon Momentum Calibration

Figure 4.1: Illustration of the muon momentum measurement, using three chambers
of the MDT [135].

In the MS, muon reconstruction starts with a search for regions of activity (ROA),
defined as a 0.4×0.4 regions in ∆η×∆ϕ with at least one RPC or TGC hit. Then, pat-
tern recognitions algorithms, based on Hough transforms [135], search for hits aligned
on a trajectory in the bending plane of the detector in each MDT and near trigger
chambers. The MDT segments are composed of hit patterns, defined from straight-line
fit to the hits found in each layer. The muon coordinates in the plane orthogonal to
the bending plane are measured from RPC or TGC hits. The CSC segments are re-
constructed from separate hit search in the η and ϕ detector planes. The muon track
candidates are defined by performing a fits to all hits from segments in different lay-
ers. The combination of segments starts from the segments generated in the middle
layers of the detector where more trigger hits are available, then, the segments from
the outer and inner layers are used. Selection of segments is based on hit multiplicity
and fit quality. The matching of segments is defined from its relative position and
angles. Every time when a reasonable match is found, the segment is added to the
track candidate. At least two matching segments are required to build a track, except
in the barrel-endcap transition region where a single high-quality segment with η and
ϕ information can be used to build a track. One segment can be used to build several
track candidates. Then, a global χ2 fit is performed to the hits associated with each
track candidate. The track candidates are sorted by quality according to the number
of hits and the smallest χ2/NDF. If hits are shared among track candidates, they are
assigned to the track with the highest ranking. Also, hits with large contributions to
the χ2 are removed. Then, the track fit is repeated, if additional hits along the track
are found. If the refit fails, the track candidate is dropped. In the last step, the track
candidates are extrapolated back to the interaction point while taking into account
the geometrical description of the material along the track as well as and the magnetic
field inhomogeneities. The reconstruction of tracks in the MS is affected by acceptance
losses in two regions: at η ∼ 0, where the MS is only partially equipped with muon
chambers in order to provide space for the services for the ID and the calorimeters, and
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in the region between the barrel and the positive η end-cap 1.1 < |η| < 1.3, where there
are regions in azimuth with only one layer of chambers, since some of the chambers
were not yet installed [79]. During the extended shutdown between Run-1 and Run-2
the missing chambers were finally installed.

The reconstruction of tracks in the MS is biased by several effects: (i) muon energy
loss in the material in front of the MS, (ii) multiple scattering and energy loss inside
the MS, in particular in the coils and in the structure of the toroid magnets, (iii) the
alignment of the muon chambers, (iv) the intrinsic resolution of the MDT and CSC. An
imperfect knowledge of the magnetic field map may also bias the muon reconstruction
since it is to used to convert a measured track curvature to a particle momentum.
The muon momentum resolution in MS can be parametrised as quadratic sum of three
terms:

σ(pT)

pT
=

a

pT
⊕ b⊕ c pT, (4.2)

where a refers to the fluctuations of the muon energy loss in the traversed material,
b describes the multiple scattering effect along the muon trajectory and c accounts
for the intrinsic resolution of the muon chambers caused by the spatial resolution of
the detector components and by any residual misalignment. The contribution of these
effects to the designed momentum resolution as a function of the muon transverse
momentum is shown in Figure 4.2. For muon tracks in MS with a transverse momenta
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Figure 4.2: Contributions to the designed momentum resolution for muons
reconstructed in the MS as a function of transverse momentum for |η| < 1.5. The

alignment curve is for an uncertainty of 30 µm in the chamber positions. [76].

less than 20 GeV energy loss fluctuations in the calorimeters contribute dominantly to
the momentum resolution. For muons with transverse momenta in the range between
20 GeV and 200 GeV, the multiple scattering dominates the resolution. And, for very
high transverse momentum muons over 200 GeV, the resolution is dominated by the
intrinsic MDT tube resolution and chamber alignment.
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Muons in the ID are reconstructed as tracks, as explained in Section 3.4. The main
track reconstruction algorithm (inside-out) in the ID starts from finding hits in the
pixel and SCT, and then the track candidate is extended to TRT. Similarly as in MS,
a track is defined from χ2 fit to the hits in different parts of the ID. In order to indicate
that a track candidate originated from a real particle, the tracks are ranked by number
of hits and goodness of χ2 fit. Holes are defined when a track passes through a detector
element without producing a hit, and number of holes lowers the track rank. Hits that
are shared among tracks are assigned to the one with the highest rank and removed
from others. Finally, the track is refitted taking into account the effects coming from
the dead material. On average, a track in the ID has 3 pixel hits, 8 hits in the SCT
and 30 TRT hits. In the ID the muon momentum resolution can be parametrised by
Equation 4.2 with the parameter a set to zero, the parameter b representing the multiple
scattering contribution. The parameter c describes the intrinsic resolution caused by
the imperfect knowledge of the magnetic field in the ID, by the spatial resolution of the
detector components, and by any residual misalignment of the detector components,
for |η| > 2 the parametrisation of the last term is given by c pT/ tan

2 θ [76].

The muon track is characterised in terms of five parameters: transverse and lon-
gitudinal impact parameters d0 and z0, the polar and azimuthal angles θ and ϕ and
the ratio of the charge to the track momentum q/P . Thus, the track is defined with a
vector PT = (d0, z0, ϕ, θ, q/P ).

In order to provide the best possible muon reconstruction performance, the inform-
ation about muon tracks provided by the ID, MS, and calorimeters is combined. Four
muon types are defined depending on which sub-detectors are used in the reconstruction
[79], as illustrated in Figure 4.3:

• Stand-Alone (SA) muons: track is reconstructed only in the MS, without a match-
ing track in the ID. The trajectory is extrapolated back from the MS to the inter-
action point, while taking into account energy loss in the calorimeters. SA muons
are mainly used to extend the acceptance to the range 2.5 < |η| < 2.7 which is
not covered by the ID. In general, muon is should cross at least two layers of MS
chambers to provide a track measurement. However, for the forward region and
in order to increase the purity of the tracks, hits are required in all three layers
of the MS.

• Combined (CB) muons: track reconstruction is performed independently in the
ID and MS, and a combined track is defined from a successful combination of a
MS track with an ID track:

χ2
match = (PMS −PID)

T (CMS +CID)
−1(PMS −PID), (4.3)

where P is the vector of the five track parameters in ID and MS, and C is the
covariance matrix in the ID and MS which contains the covariances on the track
parameters. This is the main type of reconstructed muons, resulting in higher
accuracy of the estimate of the muon candidate kinematics. CB muon candidates
have the highest muon purity.

• Segment-tagged (ST) muons: a track in the ID is associated to at least one track
segment in the MDT or CSC chambers. ST muons are used to increase the
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acceptance in cases in where muon crossed only one layer of MS chambers, either
because of its low pT or because it falls in regions with reduced MS acceptance.

• Calorimeter-tagged (CT) muons: a track in the ID is matched to a calorimeter
energy deposit corresponding to a minimum ionizing particle. CT muons have
the lowest purity of all muon types, but they are used for recovering acceptance
in the regions where the MS lacks instrumentation due to the presence of ID
and calorimeter services. Therefore, the identification criteria for CT muons is
optimised for region |η| < 0.1 and transverse momentum range 25 GeV < pT <
100 GeV.

Figure 4.3: The longitudinal view of the ATLAS detector with labeled different
muon types: SA, CB, ST and CT.

In the case of overlap among different muon types, if an ID track is shared the
preference is given to the CB muon, then to the ST, and the latest to CT, if the MS
track is shared the track with larger number of hits is preferred.

The combination of measurements made in MS with the ones from the ID improves
the momentum resolution and allows the rejection of muons from secondary interactions
as well as the ones from π and K meson in flight decays. The measurement of the
activity around the muon track is important to discriminate between processes where
isolated muons are produced and background reactions where muons are produced by
the semi-leptonic decay of b and c quarks.

During Run-1, depending on the definition of the combined track and the treatment
of the muon energy loss though the calorimeters, there are different muon reconstruc-
tion algorithms, named chains [79], which are described below.

The first chain, known as STACO [179], uses the covariance matrices of the meas-
urements of MS and ID muon tracks to perform statistical combinations of track para-
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meters. Then, the combined track parameter is defined as:

P = (C−1
ID −C−1

MS)
−1(C−1

IDPID +C−1
MSPMS). (4.4)

The algorithm combines selected pairs of ID and MS tracks. Then the pairs are ranked
according to the matched χ2 value. A combined muon track candidate is the one with
the lowest matching χ2.

The second chain, known as MUID [190], performs a global refit of muon tracks in
the ID and MS. There are two approaches for combined reconstruction and both are
used to maximise the efficiency. Outside-in algorithm matches the tracks in MS to the
ones in the ID, the disadvantage of this approach is in inefficiency in regions with poor
coverage in the MS. Inside-out algorithm extrapolate ID tracks into the MS, with the
disadvantage for high pile-up conditions when there is a large number of ID tracks.

A unified reconstruction algorithm (chain 3) has been developed to incorporate the
best features of the two chains and has been used, in parallel to the other two, for the
reconstruction of 2012 data. For Run-2 and beyond, only chain 3 is used.

4.2 muon energy loss in the calorimeters

To reach MS, muons have to pass through approximately 100 radiation lengths of the
material [76], since the MS is the outermost layer of the ATLAS detector. Figure 4.4
illustrates the material distribution, expressed in radiation lengths, as a function of
pseudorapidity, in front of the pre-sampler, the hadronic calorimeter and the MS. In
order to have a correct measurement of the muon momentum, the MS measurement
must be corrected for energy losses in the calorimeters and in the inert material in
front of the MS.

Figure 4.4: Material distribution, expressed in radiation lengths X0, before the MS
as a function of η [76].
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Relativistic muons passing through matter lose their energy mostly through electro-
magnetic processes: ionisation, electron-positron pair production and bremsstrahlung.
Then, the total mean energy loss per unit length is:

dE

dx
=

(
dE

dx

)
ionisation

+

(
dE

dx

)
pair production

+

(
dE

dx

)
bremsstrahlung

. (4.5)

Energy loss due to ionisation dominates for muons with momenta up to 200 GeV.
While higher energy muons lose energy mostly through radiative processes, which is
a common name for bremsstrahlung and electron-positron pair production. However,
when passing through materials made of high-Z elements, the radiative effects can be
already significant for muons of energies 10 GeV [12].

The mean energy loss of muons due to ionisation is given with Bethe-Block formula
[12]: (

dE

dx

)
ionisation

= −Kq2 Z

Aβ2

(
1

2
ln

2mc2β2γ2Emax

I2
− β2 − δ(βγ)

2

)
, (4.6)

where K is a constant, q is the charge of the incident particle, Z is the atomic number
of medium, A is the atomic mass of medium, β = p/E, γ = E/m, m is the mass of the
particle, Emax is the maximal kinetic energy that can be transferred to the medium in
a single interaction, I is the mean excitation energy of the medium and δ(βγ) is the
density effect correction to ionisation energy loss. The Bethe-Block formula describes
the mean rate of energy loss due to ionisation for intermediate-Z materials with an
accuracy of a few percent [12].

The fluctuations of the muon energy loss due to ionisation in thin layers of material
are characterised by Landau distribution [191]. Here, thin layers refer to any amount of
material in which muon loses a small percentage of its energy. The Landau distribution
is characterised by the most probable value and the width parameter. When radiative
effects become dominant processes of energy loss, the tail of the Landau distribution
becomes larger. In order to account for the energy loss when extrapolating a muon
track from the MS to the IP, one has to add either the most probable energy loss or the
mean value of the energy loss. However, these energy loss estimations are statistical
quantities which can not take into account the event-by-event energy loss fluctuations.

As mentioned before, there are different algorithms for combining tracks in the ID
and MS, with the difference on the treatment of the muon energy loss though the
calorimeters. The STACO algorithm uses a momentum dependent parametrisation
of energy loss and a detailed geometrical description of the detector outside the ID.
In addition the effects of multiple scattering and energy losses fluctuations have been
taken into account in the covariance matrix propagation. The track is then propagated
down to the closest approach to the beam line accounting for multiple scattering effects
in the ID. The parametrisation of the muon energy loss with the STACO algorithm
as a function of the pseudorapidity is illustrated in Figure 4.5. On average, muon
before entering the MS, lose from 2.5 GeV in barrel region to 4.5 GeV in transition
region. The MUID algorithm uses an energy loss measurement obtained either from
the observed calorimeter energy deposition or from parametrisation to correct for the
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Landau tails of the energy loss distribution. The unified reconstruction algorithm
(chain 3) uses the energy loss map from MUID. For Run-2 the calculation of the
energy loss in the calorimeter was improved. The average energy loss is parametrised
from a detailed description of the detector geometry. The final estimate of the energy
loss is obtained by combining the analytic parameterisation with the energy measured
in the calorimeter. This method yields a precision on the mean energy loss of about
30 MeV for a 50 GeV muons [192].

Figure 4.5: Energy loss parameterisation used in the track reconstruction with
STACO algorithm as a function of pseudorapidity [189].

4.3 muon momentum studies using J/ψ events

The J/ψ meson is the first discovered bound state of a charm quark and a charm an-
tiquark cc̄ (charmonium) in 1974, simultaneously at Brookhaven National Laboratory
[193] and Stanford Linear Accelerator Centre (SLAC) [194]. The world average value
for the mass of the J/ψ meson is 3.096900 ± 0.000006 GeV with very narrow decay
width 92.9±2.8 keV [12]. In proton–proton collisions at the LHC, the J/ψ mesons can
be produced via two mechanisms: prompt production where the J/ψ meson is produced
directly in the primary interaction and non-prompt production where the J/ψ meson
is produced in the decays from the b hadrons, which is characterised by a secondary
vertex and a longer lifetime. The dominant J/ψ decay mode is into hadrons, while
the branching ratio for lepton decays into electron–positron or muon–anti-muon pair
is 5.97 % [12]. Since electron and muon decays can be reconstructed with high purity,
the J/ψ meson is used for calibration purposes to directly study the detector effects.
Furthermore, because of its very narrow decay width, the width of the reconstructed
mass distribution of the J/ψ meson comes from the resolution of the measurement of
the four-momenta of J/ψ decay products. The event display of a J/ψ meson candidate
decay into muons recorded by the ATLAS detector in 2015 is shown in Figure 4.6.
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Figure 4.6: Event display of a proton–proton collision event recorded by ATLAS on
14 June 2015 at a collision energy of 13 TeV. Tracks reconstructed from hits in the

ID are shown as arcs curving in the solenoidal magnetic field and the blue bars
indicate hits in the MS. In this event two muons are identified, and their invariant

mass is consistent with that of a J/ψ meson [195].

This section describes the studies of the momentum of the muons from the J/ψ
decay reconstructed with the STACO algorithm, a detailed description can be found in
[186]. The J/ψ resonance represents a very good probe of the MS track reconstruction.
Firstly, the J/ψ mesons are largely produced at the LHC. There are about 7 million
events J/ψ candidates in the muon channel collected during 2011 and more then 30
million candidates collected during 2012 data-taking. The J/ψ meson decays represent
a very clean sample of muons with relatively low background, and with momentum in
the region complementary to the one covered by Z- and W -boson decays. Furthermore,
the muons from the J/ψ decay are boosted, leading to small distance between them
in the detectors η − ϕ space, as illustrated in Figure 4.6. This fact can be exploited
with the definition of the fine grid in η − ϕ space within the MS where both muons
from J/ψ decay end up. Then, the invariant mass of these muon pairs can be used for
detection of some local imperfections caused by the magnetic field missmeasurement
and for correction of the muon energy loss in the calorimeters. The invariant mass is
computed as:

mµµ =
√

2E1E2(1− cos θ12), (4.7)

where E1 and E2 are the energies of the two muons measured by the detector, and θ12 is
the opening angle between them. A possible inaccuracy in the energy loss calculation,
as well as, an inaccuracy of the magnetic field map, is a charge-independent effect.
The two can be disentangled by their momentum dependence: the former causes a
constant offset, while the contribution of the latter is proportional to the pT. Thus,
J/ψ meson events are better suited than Z-boson events for studying energy loss, due
to the smaller momentum of the muons.
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4.3.1 Trigger, muon and event selection

For the muon momentum studies with the J/ψ events, the data from proton–proton
collisions at

√
s = 7 TeV and

√
s = 8 TeV is used, collected during 2011 and 2012,

respectively. The MC samples used in this study are given in Table 3.3. Only prompt
J/ψ production was used, since the samples have higher statistics. The difference in
the position of the mass peaks between prompt and non-prompt J/ψ production is
found to be less than 1 MeV, therefore it is considered as negligible.

The summary of the J/ψ event selection is given in Table 4.1 for 2011 and 2012
data-taking. For data, events has to pass the GRL requirement, as explained in Section
3.2. Next, the event is required to have a primary vertex with at least three tracks
with pT > 400 MeV. Then, the J/ψ candidates are selected with triggers requiring
two opposite-charge muon candidates with transverse momentum larger then pT >
4 GeV for 2011 and pT > 6 GeV for 2012 dataset and dimuon invariant mass in range
2.5 GeV < mµµ < 4.5 GeV. With these triggers 16.1 million J/ψ events are collected
in 2011 and 37.9 million J/ψ events in 2012 data-taking. Muons have to pass ID
hit requirement which are summarised in Table 4.1. Only STACO CB muons are
used. It should be stressed that adding ST muons would increase available statistics
of the J/ψ candidates by only of 2%. In addition, it is requested that muons are
within |z0| < 10 mm from the primary vertex to reduce number of muons arising from
the cosmic background. There is no muon isolation requirement applied, since the
muons from the J/ψ decay are very close together and it would drastically reduce the
acceptance. In order to ensure that muons have sufficiently high momentum to reach
the MS, the two most energetic muons are requested to have combined transverse
momentum pT > 7 GeV. Finally, in order to reduce the background coming from the
DY continuum and muon fakes, the events are requested to have invariant mass of
the two most energetic muons around J/ψ peak. Invariant mass is calculated using
ID momentum, and it is requested to be 3.0 GeV < mID

µµ < 3.2 GeV. This selection
requirement reduced number of selected events by about 36%, with significant increase
in the purity of the sample.

In order to account for already known discrepancy between real data and simula-
tion in terms of momentum scale and resolution, as well as reconstruction efficiency,
preliminary corrections [196] are applied to the simulated samples. These preliminary
corrections are derived from the Z-boson sample and don’t correct for possible energy
loss discrepancies. For dimuon J/ψ triggers, there are no official corrections provided.
Thus, some remaining discrepancy between efficiency of these triggers in simulated
and real data are left uncorrected. It is assumed that these discrepancies should occur
mainly in the muons η and ϕ distributions, having only marginal impact on the studies
with the momentum scale.

The cut-flows for data and MC samples are shown in Tables 4.2 and 4.3, respectively.
After the full selection, there is 2.2 and 10.7 million J/ψ candidates in 2011 and 2012
data respectively, as well as 4.0 and 18.2 million J/ψ candidates in 2011 and 2012 MC
samples, respectively. The differences in the selection between 2011 and 2012 data is
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Table 4.1: The summary of the J/ψ event selection requirements.

Cut 2011 2012

GRL GRL
Event selection primary vertex with at least 3 tracks with pT > 400 MeV
Trigger two opposite charged muons

2.5 GeV < mµµ < 4.5 GeV
pT > 4 GeV pT > 6 GeV

Muon selection STACO, combined
|η| < 2.4 and |z0| < 10 mm

ID hits Npixel ≥ 1 Npixel ≥ 1
requirement Npixel +Ndead pixel sensors > 1 Npixel +Ndead pixel sensors > 0

NSCT +Ndead SCT sensors > 5 NSCT +Ndead SCT sensors > 4
Npixel holes +NSCT holes < 3 Npixel holes +NSCT holes < 3

TRT hits if |η| < 1.9: if 0.1 < |η| < 1.9:
requirement NTRT +NTRT outliers > 5 NTRT +NTRT outliers > 5

and NTRT outliers

NTRT+NTRT outliers
< 0.9 and NTRT outliers

NTRT+NTRT outliers
< 0.9

if |η| ≥ 1.9: if |η| ≤ 0.1 or |η| ≥ 1.9:
NTRT +NTRT outliers > 5 NTRT +NTRT outliers > 5

if NTRT outliers

NTRT+NTRT outliers
< 0.9 if NTRT outliers

NTRT+NTRT outliers
< 0.9

J/ψ selection two muons with opposite charges
pT > 7 GeV

3.0 GeV < mID
µµ < 3.2 GeV

coming from the fact that two muons are required to have pT > 7 GeV and triggers
with different thresholds are used for 2011 and 2012 data-taking.

Table 4.2: Cut-flow for the J/ψ event selection in 2011 and 2012 data samples with
absolute and relative efficiency.

2011 data 2012 data
cut Nsel eff [%] rel eff [%] Nsel eff [%] rel eff [%]

54 261 295 159 478 050
GRL 52 558 322 96.86 96.86 154 898 099 97.13 97.13
Primary Vertex 52 486 676 96.73 99.86 154 780 553 97.05 99.92
Trigger 16 127 654 29.72 30.73 37 872 924 23.75 24.47
Muon Selection 15 269 841 28.14 94.68 34 842 264 21.85 92.00
Two muons 3 539 680 6.52 23.18 16 901 716 10.60 48.51
Invariant Mass 2 237 359 4.12 63.21 10 675 903 6.69 63.16

The invariant mass distribution of the J/ψ candidates after GRL and trigger re-
quirements, collected during 2011 and 2012 are shown in Figure 4.7. The agreement
between data and MC is good just around the mass peak. One part of the disagreement
is because the background is not subtracted from the data histograms. Another source
of the discrepancy is coming from the fact that only prompt production in the MC is
used, and the tails of mass distributions are a bit different for prompt and non-prompt
production mechanisms. To discard possible bias arising from the reconstruction, the
distributions of true muon pT and J/ψ rapidity distributions in MC samples during
2011 and 2012 are checked, for prompt and non-prompt production separately. From
the distributions shown in Figure 4.8 one can observe good agreement for non-prompt
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Table 4.3: Cut-flow for the J/ψ event selection in 2011 and 2012 MC samples with
absolute and relative efficiency.

2011 MC 2012 MC
Cut Nsel eff [%] rel eff [%] Nsel eff [%] rel eff [%]

43 434 915 66 297 206
Primary Vertex 43 369 598 99.85 99.85 66 150 883 99.78 99.78
Trigger 22 068 118 50.81 50.88 32 199 426 48.57 48.67
Muon Selection 21 309 378 49.06 96.56 30 996 595 46.75 96.26
Two Muons 4 673 033 10.76 21.93 20 777 953 31.34 67.03
Invariant Mass 4 021 284 9.26 86.05 18 157 219 27.39 87.39
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Figure 4.7: The invariant mass distributions of J/ψ candidates collected during (a)
2011 and (b) 2012. Selected candidates pass GRL and trigger requirement. MC is

normalised to data for 3.0 GeV < mµµ < 3.2 GeV.

production, while there is a disagreement in the tail of the pT distributions between
2011 and 2012 MC for the prompt J/ψ production. These differences could be caused
because Pythia 6 is used for 2011, while Pythia 8 is used for 2012 for the J/ψ mod-
eling in MC. However, the discrepancy is not caused by the differences in the muon
reconstruction in 2011 and 2012 datasets.

In order to remove any possible bias in the muon momentum calibration procedure,
described in Section 4.4, a set of weights are derived to match the dimuon transverse
momentum pT(µµ) and dimuon rapidity Y (µµ) in data and MC, so called pT − Y
reweighting. The weights are derived in the kinematic region of interest, with muons
of 7 < pT < 80 GeV and |η| < 2.5. No other corrections are applied to the simulated
sample and no background subtraction is attempted for the calculation of these weights,
however tight invariant mass requirement around J/ψ peak is imposed. Figure 4.9
shows the effect on this reweighting on pT(µµ) and Y (µµ) distributions.

There is also difference in data to MC ratio distributions between 2011 and 2012
samples as shown in Figure 4.7. In order to identify possible biases coming from the
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Figure 4.8: The distributions of the true J/ψ (a) pT and (b) rapidity for 2011 and
2012 MC datasets, for prompt (denoted as pp) and non-prompt (denoted as bb)

production separately. Histograms are normalised to unity.
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Figure 4.9: Distribution of (a) transverse momentum and (b) rapidity for J/ψ
events in data and MC, before and after pT − Y reweighting. No other corrections are

applied to the simulated events.

pile-up conditions which were different during 2011 and 2012 data-taking, for the 2012
data sample, the invariant mass distribution is shown for two ranges of average number
of interactions per bunch crossing: < µ >< 10 and < µ >> 20, as illustrated in Figure
4.10. The range < µ >< 10 roughly corresponds to the 2011 pile-up conditions. These
distributions indicate that pile-up has a very small effect on the muon reconstruction
performance in terms of the scale and resolution. Therefore, the differences between
2011 and 2012 distributions are not due to pileup effects.
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Figure 4.10: The invariant mass distribution of J/ψ candidates collected during
2012 data-taking for (a) < µ >< 10 and (b) < µ >> 20. Events pass GRL and
trigger requirement. MC is normalised to data for 3.0GeV < mµµ < 3.2GeV.

4.3.2 Mass fits

One possibility to fix the absolute momentum scale is to use well measured invariant
mass of the J/ψ dimuon resonance. For that purpose one can reconstruct invariant mass
distribution using muon track momentum variables from different systems: momentum
of the ID track, momentum of the MS track extrapolated to the IP with energy loss
taken into account refered as ME, and CB momentum. On the other hand, angles
can be taken from ID or MS measurement, while combined values are almost identical
to the ID, since ID quantities are dominating the measurement. An example of the
dimuon invariant mass distribution with different muon track variables is presented in
Figure 4.11. The invariant mass from the CB measurement is very close to the ID one,
with minimal smearing due to the resolution, while ME measurement is shifted with
respect to the one obtained from ID or CB momentum measurements. Using ID angles
improves mass resolution significantly for the ME track measurement.

The selection requirement on 3.0 GeV < mID
µµ < 3.2 GeV increases in the purity of

the signal for ME track measurement with ID angles, which is demonstrated in Figure
4.12 for 2011 and 2012 data-taking.

Figure 4.13 shows the mean values of dimuon invariant masses calculated using
either muon momentum measured by ID, ME and CB. The masses are calculated in η
bins defined by the requirement that both muons from J/ψ decay are occupying the
same bin. The muon pseudorapidity is measured by ID. While mass measured by the
ID is within few MeV from the world average J/ψ mass measurement (referred as the
PDG value), it is obvious that it is not the case for ME measurement, and consequently,
for the CB measurement. The mean of the reconstructed invariant mass in barrel is of
order 50 MeV away from the PDG value. The CB measurement in the forward region
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Figure 4.11: The invariant mass distribution calculated using different muon track
variables, as indicated on the legend of the plots. The distributions are shown for (a)

2011 and (b) 2012 data-taking. The events pass muon selection requirements and
invariant mass cut 3.0 GeV < mID

µµ < 3.2 GeV calculated with the ID momentum.
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Figure 4.12: The invariant mass distribution calculated using PME and θID, ϕID

with and without invariant mass requirement 3.0 GeV < mID
µµ < 3.2 GeV.

is pulled by the momentum measurement in the MS. Also, one can observe that in
the forward region there is a discrepancy between data and MC. There is no difference
between 2011 and 2012 invariant mass distributions.

Since the mean value of the transverse momenta of the muons from J/ψ decays is
around 9 GeV, the offset in the position of the mass peak could originate from the fact
that energy loss estimation based on the parametrisation using Landau distribution
will not be entirely proper. In order to estimate the size of this effect, the same mass
distributions as a function of ηare produced, with the request that both muons have
pT < 15 GeV and pT > 15 GeV. This is presented in Figure 4.14 for 2012 data and
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Figure 4.13: Mean the invariant mass distribution for two muons as a function of
pseudorapidity, for 2011 real data (a), 2011 MC (b), 2012 real data (c), and 2012 MC
(d). η is the center of the pseudorapidity bin in which both muons are reconstructed.

Green points represent mass calculated with ID momentum, blue points mass
calculated with combined momentum, while red points represent mass calculated

with the ME momentum.

simulation. The offset for the events with higher values of the muon momenta are
indeed smaller, but still significant, affecting the CB momentum measurement at the
same level. This is consistent with the measurement based on the Z-boson events.

The mean value of the reconstructed invariant mass is biased due to the low mass
tails. Therefore, in order to precisely quantify the bias in the position of the recon-
structed invariant mass peak, fits are performed to the signal and the background. The
non resonant dimuon background, coming mainly from heavy-hadron decay and DY
production, is parametrised with a second order polynomial function:

f(x; p0, p1, p2) = p0 + p1 · x+ p2 · x2. (4.8)

The mass peak is fitted with Crystal Ball function with five parameters, it consists of a
power law tail stitched to a Gaussian core such that the function and its first derivative
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Figure 4.14: Mean of the invariant mass distribution for two muons as a function
of pseudorapidity, for 2012 data and simulation. η is the center of the pseudorapidity
bin in which both muons are reconstructed. Muons on (a) and (b) plots are requested
to have pT < 15 GeV, while on (c) and (d) pT < 15 GeV. The colour code is the same

as in previous figure.

are continuous [197]:

f(x;N,α, n, x̄, σ) = N

{
exp

(
− (x−x̄2)

2σ2

)
, if x−x̄

σ
> −α

A ·
(
B − x−x̄

σ

)−n
, otherwise

(4.9)

where A = (n/|α|)n exp (−|α|2/n) and B = n/|α| − |α|, N is the normalisation factor,
n is the power law parameter, x̄ and σ represent the mean and the standard deviation
of the Gaussian core, respectively. Parameters α, n, x̄, σ are fitted to the data. Fits are
performed in the window of 2× RMS around the pick for combined and ID invariant
mass. For ME invariant mass only the pick is fitted 2× RMS around the mean value
with Crystal Ball function. The example of the mass peak fits using Crystal Ball
function is given in Figure 4.15. The J/ψ mass peak can also be fitted with an iterative
Gaussian peak finder, defined as repeated Gaussian fitting within the range (x̄−σ, x̄+σ)
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until the fit stabilises, where the Gaussian function is given with:

f(x;N, x̄, σ) = N · exp
(
−(x− x̄)2

2σ2

)
. (4.10)
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Figure 4.15: The invariant mass fits for the ID momentum for 2011 (a) real data
and (b) MC. Both muons are reconstructed in barrel. The dashed line represents the

background subtraction.

The relative mass differences for several definitions of the dimuon invariant mass is
presented in Figure 4.16. The relative mass difference is presented as a function of the
leading muon η. In this way the statistics is increased, and the information is preserved
since muons from the J/ψ decay are close. Contrary to the previous distributions where
mean value of the mass is shown, mass distributions are fitted with iterative Gaussian
(ID and CB) or Crystal Ball (ME). Definitions of the mass differences are indicated
on the plots. The distribution for ID show an offset of about 0.5 permile with respect
to the PDG, while for ME this goes to about 1% in the barrel. The CB measurement
is dominated by the ID, except in the forward region. The relative mass difference
that takes into account both data and simulation, show discrepancy up to 0.5% in the
forward region. Discrepancy between data and simulation in forward region is probably
due to bad description of the material, i.e. missing material in simulation.

In order to discard possible resolution effects, the distribution of mass as a function
of muon η is checked with stronger requirement that muon has at least 1 hit in each
of the three layers of the MS: inner, middle and outer. The comparison between mean
invariant mass distribution calculated with ME momentum for 2012 dataset when there
is no hit and with requirement of at least one hit per layer on reconstructed muon track
is shown in Figure 4.17. No difference in shape is observed, except in the transition
region, where offset with respect to the PDG value is smaller with this additional
quality criteria. This confirms that observed effect is mostly coming from energy loss
miss modeling.
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Figure 4.16: The relative mass difference as a function of leading muon
pseudorapidity for 2011 (left) and 2012 (right) data-taking for data (black points),
simulation (blue points) and difference between data and simulation (red points).

The invariant mass is calculated with CB (a) and (b), ID (c) and (d) and ME (e) and
(f) momentum. For the CB and ID, iterative Gaussian is used for the fit, while mass

calculated with ME momentum is fitted with Crystal Ball.
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Figure 4.17: The relative mass difference for dimuon invariant mass of the J/ψ
resonance as a function of muon η for 2012 (a) data, (b) simulation and (c) difference
between data and simulation. Invariant mass is calculated with ME momentum when
there is no hit (red points) and with requirement of at least one hit per layer (blue

points) on reconstructed muon track.

In order to check the observed effects, similar set of fits are performed on Z-boson
dimuon decays. The Z-boson candidates are required to satisfy the same quality criteria
as for the selection of good muon candidates from J/ψ decays, as summarised in Table
4.1. Additionally, muons are required to have pT > 25 GeV. Events are required to
pass dimuon trigger. Final event selection requires presence of at least two muons, of
opposite charge, with invariant mass in the range 66 GeV < mCB

µµ < 116 GeV.

Fits of the data and simulated events for 2011 and 2012 datasets are presented in
Figure 4.18. Both muons are required to be in the same η bin. Fitting procedure is
the same as for J/ψ except background is neglected since it should be at 0.1% level.
Qualitatively, the same shape is observed as for J/ψ as a function of η. However, it
is not possible to make direct comparison with the world average value, since position
of the Z-boson resonance peak is not possible to match world average value due to
effect of FSR, PDFs. Also, due to neglecting the running of the Z-boson width in
the Powheg MC sample, position of the Z-boson peak is biased by 25 − 30 MeV
downwards with respect to the true value. Lineshape reweighting tool used to fix this
feature in Powheg is not applied on the 2012 sample, which causes slight bias in the
discrepancy between data and simulation, as discussed in Chapter 3
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Figure 4.18: The mean of the fit of the invariant mass distribution for two muons
as a function of pseudorapidity, for (a) 2011 real data, (b) 2011 MC, (c) 2012 real

data and (d) 2012 MC. The η corresponds to the the centre of the pseudorapidity bin
in which both muons are reconstructed.

For the J/ψ resonance, the mean fitted invariant mass reconstructed with ME
momentum is approximately 30 MeV different from the PDG value in barrel. This
corresponds to ∼ 1% effect on J/ψ invariant mass. And, 1% on muons transverse
momentum from the J/ψ resonance is approximately 100 MeV, since the mean trans-
verse momentum for muons from J/ψ resonance is around 10 GeV which indicates
about 100 MeV missing energy loss. For the Z-boson resonance mean ME invariant
mass is approximately 200 MeV different from with respect to the mean invariant mass
calculated with ID momentum in barrel. This effect is approximately 0.2 % on Z-
boson invariant mass and it corresponds to 80 MeV missing energy loss, since the mean
transverse momentum for muons from Z-boson decay is around 40 GeV. This rough
estimation shows that the missing energy loss is coherent between Z-boson and J/ψ
resonance. It also explains the shape of mean CB invariant mass as a function of muon
pseudorapidity.
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4.3.3 Momentum fits

Another way to study energy loss corrections is to use high statistics the J/ψ resonance
and study the difference between ME and ID momentum per muon as a function of
muon η and/or ϕ. This allows to directly compare results with the mass fits, minimise
the potential backgrounds, as well as investigate possible differences between muons
and anti-muons. In order to check energy loss behaviour, Figure 4.19(b) shows an
absolute energy loss PID − PMS for 2012 data and simulation as a function of muon
pseudorapidity. When comparing absolute energy loss with cumulative amount of
material in front of MS, shown in Figure 4.19(a), there are four different regions:

• barrel: the energy loss proportional to 1/ sin(θ);

• η ≈ 0.8: the services and the material in the electromagnetic calorimeter change
its width from 1.53 mm to 1.15 mm;

• 1.1 < η < 1.4: the extended tile calorimeter corner;

• η ≈ 1.6: the end of extended tile calorimeter and services with density smaller
than iron.

There is also globally good agreement between the absolute energy loss and the Geant
4 information, with a small shift in barrel observed as expected.
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Figure 4.19: (a) Cumulative amount of material, in units of interaction length X0,
as a function of absolute pseudorapidity, in front of the electromagnetic calorimeters,
in the electromagnetic calorimeters themselves, in each hadronic compartment, and

the total amount at the end of the active calorimetry [76]. For completeness, the total
amount of material in front of the first active layer of the MS up to |η| < 0.3 is also
shown. (b) The absolute energy loss for 2012 data and simulation as a function of

muon pseudorapidity.

Distributions of PME−PID are studied in η and PCB bins. The ID track momentum
is taken as reference, assuming its miss-calibration is at the permile level, as shown with
the mass fits previously. The momentum fits are performed in ∆η = 0.1 and variable
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∆PCB bin size to minimise the statistical uncertainty. The PME−PID distributions are
fitted using Crystal Ball function. Other fitting functions, like, the double Gaussian
and iterative Gaussian core fit have shown worse quality of the fits. The example of
the fits performed on the 2012 data for several η bins and for several PCB bins are
shown in Figure 4.20. The overall quality of the fit is good, allowing to extract the
peak position with good accuracy.
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Figure 4.20: The examples of Crystal Ball fits of PME − PID for 2012 data. Muons
satisfy: (a) |η| < 0.1 and 10 < PCB < 11 GeV, (b) 0.2 < |η| < 0.3 and

15 < PCB < 16 GeV, (c) 0.5 < |η| < 0.6 and 12 < PCB < 13 GeV, and (d)
1.6 < |η| < 1.7 and 23 < PCB < 24 GeV.

After performing fits in each of the η, PCB bins and extracting mean value of the
PME − PID distributions, this mean value is fitted as function of CB momentum for a
given η assuming the linear dependence:

PME − PID = a+ b · PCB. (4.11)

If the miss-calibration of the ME muon momentum track is entirely due to missmodeling
of the energy loss, it would be expected that parameter b ≈ 0, while parameter a
represents the energy loss correction. It is noticed that the first point, with the lowest
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PCB, is always separated from the rest of the points, thus it is excluded from the fit.
The quality of the fits is chaining going from barrel to the forward region. While in
the forward region linear function fits the points very well, in the barrel deviation from
the linear function is noticed especially around PCB = 12 − 14 GeV. This is observed
in both, data and simulated events, hence the potential influence of the background is
discarded. Also, there is no particular η or ϕ dependence of this effect, nor difference
between small and large sectors or positively and negatively charged muons. Figure
4.21 shows the obtained fitted parameter values for 2011 and 2012, real data and
simulation. There is a good agreement between 2011 and 2012 results, which indicates
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Figure 4.21: Obtained values of the parameters according to the Equation 4.11 as
a function of pseudorapidity for 2011 (a) a and (b) b, and 2012 (c) a and (d) b, data

(blue points) and simulation (red points).

the same underlying feature that causes the shift of the ME muon momentum with
respect the momentum from the ID. There is a difference between data and simulation,
represented as constant shift ∆a = adata − aMC. The constant offset of parameter a
for data in the barrel is around 50 − 100 MeV, which is consistent with the observed
mass offset with respect to the J/ψ PDG value estimated in Section 4.3.2. Value of
the parameter b is ∼ 0 in the barrel, and reaches around 1 % in the transition region.
This momentum dependence indicates that the wrong estimation of the energy loss is
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not the only reason for the observed offset with respect to the ID track. The values of
parameter b in data and simulation have a constant shift in the barrel, but quite good
agreement in the end-cap and forward region. The results of parameters a and b are
summarised in the Tables 4.4 and 4.5 for 2011 and 2012 data-taking respectively.

Table 4.4: Values of the parameters a and b for 2011 data and simulation.

2011 simulation 2011 data

η a [MeV] δa [MeV] b δb a [MeV] δa [MeV] b δb

(0.0,0.1) -29.2 8.6 0.0017 0.0008 -73.5 12.4 0.0017 0.0012
(0.1,0.2) -19.3 6.8 0.0008 0.0007 -43.5 8.7 0.0001 0.0008
(0.2,0.3) -75.4 5.1 0.0035 0.0005 -135.0 7.4 0.0043 0.0007
(0.3,0.4) 0.3 6.1 -0.0003 0.0005 -53.5 7.4 0.0019 0.0006
(0.4,0.5) -14.9 6.6 0.0003 0.0006 -20.2 7.0 0.0020 0.0006
(0.5,0.6) -24.8 5.7 -0.0017 0.0005 -54.7 9.6 0.0010 0.0008
(0.6,0.7) -141.0 6.2 -0.0015 0.0005 -142.9 8.0 0.0003 0.0006
(0.7,0.8) -161.1 9.0 0.0062 0.0007 -190.6 11.0 0.0075 0.0008
(0.8,0.9) -96.9 7.3 -0.0021 0.0005 -112.6 10.5 -0.0004 0.0008
(0.9,1.0) 11.4 8.1 -0.0027 0.0006 -35.4 11.6 0.0005 0.0008
(1.0,1.1) 23.6 10.9 -0.0055 0.0007 12.5 15.6 -0.0076 0.0010
(1.1,1.2) -112.6 15.9 -0.0104 0.0009 -126.8 16.0 -0.0074 0.0009
(1.2,1.3) -277.3 14.6 -0.0104 0.0008 -243.8 20.4 -0.0074 0.0011
(1.3,1.4) -32.2 15.6 -0.0137 0.0008 30.8 21.9 -0.0175 0.0011
(1.4,1.5) -148.7 14.0 -0.0059 0.0007 -98.8 19.4 -0.0092 0.0009
(1.5,1.6) 109.3 19.0 -0.0060 0.0008 56.3 23.9 -0.0044 0.0010
(1.6,1.7) 96.7 18.5 -0.0024 0.0007 -13.6 21.0 0.0011 0.0008
(1.7,1.8) 65.7 16.9 0.0024 0.0006 37.6 23.2 0.0020 0.0008
(1.8,1.9) -100.1 17.9 0.0036 0.0006 -130.2 26.8 0.0027 0.0009
(1.9,2.0) 87.5 24.3 0.0045 0.0007 -15.5 44.5 0.0044 0.0014
(2.0,2.1) 74.2 28.5 0.0050 0.0008 36.9 42.6 0.0015 0.0011
(2.1,2.2) 121.7 39.9 0.0038 0.0010 61.3 86.2 0.0016 0.0022
(2.2,2.3) 44.6 45.4 0.0070 0.0010 -67.2 71.8 0.0041 0.0017
(2.3,2.4) 49.9 374.6 0.0071 0.0082 0 0 0 0
(2.4,2.5) 0 0 0 0 0 0 0 0

In addition, the parameter values are extracted as defined in Equation 4.11 by
separating positive and negative muons as well as large and small sectors in the MS,
and the obtained values of the fitted parameters are in agreement with the ones shown
in Figure 4.21.

The difference in the fitted values of parameter a in data and simulation ∆a =
adata − aMC can be used to correct the observed difference in the mass scale between
data and simulation, especially for the high η region. The values of ∆a are shown in
Figure 4.22 and Table 4.6, there is a good agreement between 2011 and 2012 datasets.
The effect of this correction is demonstrated in Figure 4.23 on the mass obtained with
corrected CB muon momentum P corr

CB . The CB muon track is recalculated using P corr
ME

and leaving all other covariant matrix elements unchanged in Equation 4.4.
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Table 4.5: Values of the parameters a and b for 2012 data and simulation.

2012 simulation 2012 data

η a [MeV] δa [MeV] b δb a [MeV] δa [MeV] b δb

(0.0,0.1) -4.2 3.9 -0.0006 0.0004 -68.7 6.0 0.0012 0.0006
(0.1,0.2) 23.7 2.4 -0.0031 0.0002 -43.4 3.2 0.0004 0.0003
(0.2,0.3) -68.5 2.5 0.0023 0.0002 -130.2 3.4 0.0036 0.0003
(0.3,0.4) 25.3 2.1 -0.0024 0.0002 -40.7 2.9 0.0011 0.0003
(0.4,0.5) 24.4 2.5 -0.0023 0.0002 -20.2 3.3 0.0025 0.0003
(0.5,0.6) -7.9 2.6 -0.0006 0.0002 -61.8 3.5 0.0022 0.0003
(0.6,0.7) -97.1 2.6 -0.0027 0.0002 -142.2 3.2 0.0008 0.0002
(0.7,0.8) -90.7 3.6 0.0020 0.0003 -148.8 4.4 0.0042 0.0003
(0.8,0.9) -57.0 3.1 -0.0033 0.0002 -111.5 3.7 0.0001 0.0002
(0.9,1.0) 47.2 3.4 -0.0030 0.0002 -25.9 4.2 0.0005 0.0003
(1.0,1.1) 49.0 4.2 -0.0057 0.0003 -45.9 6.4 -0.0031 0.0004
(1.1,1.2) -75.9 5.1 -0.0064 0.0003 -177.7 0.01 -0.0042 0.0001
(1.2,1.3) -190.9 6.4 -0.0098 0.0004 -242.1 7.6 -0.0075 0.0004
(1.3,1.4) 0.1 6.0 -0.0119 0.0003 -52.6 8.3 -0.0141 0.0004
(1.4,1.5) -100.2 6.0 -0.0042 0.0003 -167.6 7.9 -0.0076 0.0004
(1.5,1.6) 69.0 7.3 -0.0020 0.0003 5.7 9.8 -0.0034 0.0004
(1.6,1.7) 133.0 6.9 -0.0014 0.0003 28.5 9.0 -0.0002 0.0003
(1.7,1.8) 69.1 7.6 0.0017 0.0003 40.5 9.0 0.0023 0.0003
(1.8,1.9) -26.2 7.8 0.0014 0.0003 -88.9 12.0 0.0015 0.0004
(1.9,2.0) 149.0 9.8 0.0029 0.0003 35.7 13.7 0.0029 0.0004
(2.0,2.1) 99.7 14.1 0.0034 0.0004 -46.9 17.1 0.0032 0.0005
(2.1,2.2) 104.0 15.2 0.0034 0.0004 -71.6 22.4 0.0038 0.0006
(2.2,2.3) 100.7 21.9 0.0042 0.0005 -173.1 31.83 0.0057 0.0007
(2.3,2.4) 68.3 49.2 0.0058 0.0010 -247.2 69.4 0.0071 0.0014
(2.4,2.5) 327.8 195.7 0.0022 0.0039 0 0 0 0
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Figure 4.22: The difference of parameter a between data and simulation
∆a = adata − aMC for 2011 (blue points) and 2012 (red points).
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Table 4.6: The difference of parameter a between data and simulation
∆a = adata − aMC for 2011 and 2012 data-taking.

2011 2012

η ∆a [MeV] δ(∆a) [MeV] ∆a [MeV] δ(∆a) [MeV]

(0.0,0.1) -44.3 21.0 -64.4 9.9
(0.1,0.2) -24.2 15.3 -67.1 5.6
(0.2,0.3) -59.6 12.5 -61.7 6.0
(0.3,0.4) -53.8 13.5 -66.0 5.0
(0.4,0.5) -5.3 13.6 -44.6 5.8
(0.5,0.6) -29.9 15.3 -53.9 6.1
(0.6,0.7) -1.9 14.3 -45.1 5.8
(0.7,0.8) -29.4 20.0 -58.1 8.0
(0.8,0.9) -15.6 17.9 -54.5 6.8
(0.9,1.0) -46.8 19.7 -73.1 7.7
(1.0,1.1) -11.0 26.5 -94.9 10.5
(1.1,1.2) -14.2 31.9 -101.8 5.1
(1.2,1.3) 33.6 34.9 -51.2 14.0
(1.3,1.4) 63.1 37.5 -52.7 14.3
(1.4,1.5) 49.9 33.5 -67.3 13.9
(1.5,1.6) -53.1 42.9 -63.3 17.2
(1.6,1.7) -110.4 39.5 -104.5 15.9
(1.7,1.8) -28.0 40.1 -28.6 16.6
(1.8,1.9) -30.0 44.7 -62.7 19.8
(1.9,2.0) -103.0 68.8 -113.4 23.5
(2.0,2.1) -37.3 71.1 -146.6 31.2
(2.1,2.2) -60.4 126.2 -175.6 37.6
(2.2,2.3) -111.8 117.2 -273.8 53.8
(2.3,2.4) -49.9 374.6 -315.6 118.5
(2.4,2.5) 0 0 -327.8 195.7
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Figure 4.23: Relative mass difference between data and MC of the mean of the
fitted J/ψ invariant mass distributions with CB muon momentum without any

correction (black points), and with corrections as P corr
ME = PME −∆a (blue points).

Combined muon is recalculated using P corr
ME leaving all other covariant matrix

elements unchanged.
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4.3.4 Energy loss corrections

The study performed in Section 4.3.3 is used to derive corrections that are applied
to the ME muon momentum, and consequently to correct the CB muon momentum.
A set of corrections, ∆a, has been derived and tested in order to improve agreement
between data and simulation. Also, a possibility of correcting both data and simulation
in order to improve momentum calibration using the ID momentum as reference is
studied. The corrections are derived as a function of the muon pseudorapidity, assuming
that imperfection in ϕ are covered by the additional curvature smearing in the official
smearing package.

Two approaches for the correction are considered:

• Use only parameter a from Equation 4.11 as an energy loss correction and apply
it to the ME muon momentum:

P corr
ME = PME − a. (4.12)

Non-zero value for parameter b outside of barrel could be caused by the magnetic
field, or any other effect which is not understood in detail, therefore it should be
ignored from the correction procedure.

• Use the full correction from Equation 4.11 and apply it to the ME momentum:

P corr
ME = PME − (a+ b · PCB). (4.13)

After the ME momentum is corrected, the CB muon momentum is recalculated from
the covariance matrix, as defined in Equation 4.4, leaving all other elements of the
covariance matrix unchanged, which is a reasonable approximation since the overall
corrections are small. Both possibilities are tested, on the J/ψ and Z-boson events, in
data and MC samples. Additional test is performed on the Z ′ → µµ MC sample.

Figure 4.24 shows the results of the corrections on ME muon momentum applied
on 2011 and 2012 data samples, the invariant mass is calculated with P corr

ME and the
angles are taken from the ID, and then the mean of the Crystal Ball fit is shown as a
function of muon pseudorapidity. Applying only parameter a obtained from momentum
fits with data is correcting invariant mass distribution in barrel while having a small
impact outside the barrel. However, the increasing bias in the regions with |η| >2
remains uncorrected. Applying the full effective corrections, with parameters a and
b from momentum fits with data show significant improvement in the whole η range.
The effect of the corrections on the invariant mass calculated using CB momentum
is shown in Figure 4.25 for 2011 and 2012 data samples. As for the ME momentum,
using the full correction is decreasing the bias with respect to the PDG value for the
entire η range.

The relative difference of the mean of iterative Gauss fit on J/ψ invariant mass
calculated with the CB momentum for both approaches to the correction is shown
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Figure 4.24: Mean of the Crystal Ball fit on the J/ψ invariant mass distribution
calculated with ME momentum without any correction (red points), and with

corrections defined from 4.12 (black points) and 4.13 (cyan points) as a function of
the leading muon pseudorapidity for (a) 2011 and (b) 2012 data samples. The green

points represent the mean of the iterative Gaussian fit of the J/ψ invariant mass
calculated with the ID momentum, shown for reference.
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Figure 4.25: Mean of the iterative Gauss fit on the J/ψ invariant mass
distributions calculated with CB muon momentum without any correction (blue

points), and with corrections defined from 4.12 (black points) and 4.13 (cyan points)
as a function of the leading muon pseudorapidity for (a) 2011 and (b) 2012 data

samples. The green points represent the mean of the iterative Gaussian fit of the J/ψ
invariant mass calculated with the ID momentum, shown for reference. The CB

momentum is recalculated using only P corr
ME while leaving all other covariant matrix

elements unchanged.

in Figure 4.26 for 2012 data-taking, and similar results are obtained for 2011 data-
taking. The discrepancy between data and simulation increased in the barrel for the full
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momentum dependent corrections. It should be noted that here the ∆a correction is not
applied. Distributions of relative mass scale for data and MC show improvement in the
region up to |η| <2, when parameter b is taken to be 0. In the forward region, the mass
seems to be degraded for the data but not for MC. The relative mass difference between
data and MC is not affected in the forward region after applying the corrections.
Applying full correction with non zero b term flattens the mass scale against η, with
slight degradation of the relative mass scale between data and simulation in the barrel.
With the proposed corrections, absolute mass scale is stabilised to be within 0.001%
of the PDG value.
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Figure 4.26: The relative difference of the mean of iterative Gauss fit on J/ψ
invariant mass calculated with the CB momentum during 2012 data-taking without
any correction (black points), and with corrections defined from 4.12 (blue points)
and 4.13 (red points) as a function of the leading muon pseudorapidity between (a)

data and MC, (b) data and PDG value, and (c) MC and PDG value, the definition of
the mass difference is indicated on the plots.

The corrections are tested also on Z → µµ events, as illustrated in Figure 4.27
for 2012 data samples, and similar results are obtained for 2011 data-taking. Similar
results are obtained as for the J/ψ. Applying only constant shift improves mass scale
in the barrel, but slightly in the transition and end-caps regions. In the forward region
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applying only parameter a increases the bias in the peak position. The results of the
full correction applied on data are showing almost uniform value of the invariant mass
across the whole η region.
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Figure 4.27: The most probable value of the Z → µµ invariant mass distributions
calculated with (a) ME and (b) CB muon momentum without any correction, and

with corrections defined from 4.12 (black points) and 4.13 (cyan points) as a function
of muon pseudorapidity for 2012 data samples. The η corresponds to the the centre of

the pseudorapidity bin in which both muons are reconstructed. The CB muon is
recalculated using P corr

ME while leaving all other covariant matrix elements unchanged.

The corrections are also tested on simulated Z ′ → µµ events with (mZ′ = 2 TeV)
events, as illustrated in Figure 4.28. The Z’ invariant mass is calculated with CB
momentum. Even though the correction is momentum dependent, there is no visible
effect on the peak position of the reconstructed resonance, and the average muon
transverse momentum is ∼ 1 TeV in this sample. Also, there is an improvement in the
resolution of the invariant mass distribution after the correction.
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Figure 4.28: Z ′ → µµ invariant mass distribution calculated with CB muon
momentum without any correction (black line), and with corrections defined from
4.12 (red line) and 4.13 (blue line). The CB muon is recalculated using P corr

ME while
leaving all other covariant matrix elements unchanged.
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4.4 muon momentum calibration in run-1

The MC simulation includes a precise description of the detector geometry, material
distribution and physics model approximations, nevertheless additional correction is
needed to accurately describe the characteristics of the muon momentum reconstruc-
ted in experimental data. The standard method to determine scale and resolution
corrections is to study the well defined resonances, like J/ψ, Υ and Z-boson dimuon
decays. Then, the muon momentum is parametrised and corrections are extracted for
the two subdetectors used in the muon momentum reconstruction, the ID and the MS.
The desired precision is to describe the muon momentum scale to the per-mile level
and the muon momentum resolution to the percent level.

The resolution of the dimuon resonances incorporates the muon momentum resolu-
tion effects of both muons from the decay. Figure 4.29 illustrates the resolution of the
J/ψ, Υ and Z-boson dimuon resonances as a function of pseudorapidity of the highest
pT muon, measured in data during 2012. For all three resonances there is a difference
in resolution of ID, CB and MS muons. For central pseudorapidity, the CB muon res-
olution is dominated by the ID measurement, while for the high pseudorapidity region
the resolution in MS is better. Since the resolution of the CB momentum is the best
for the full pseudorapidity range, it is very important to simultaneously use and correct
both, the measurements in the ID and the MS.
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Figure 4.29: Dimuon invariant mass resolution for CB, MS and ID muon
reconstruction for (a) J/ψ, (b) Υ and (c) Z events measured in data during 2012 as a

function of the pseudorapidity of the highest pT muon [79].

This section describes the muon momentum corrections used in Run-1, based on
large statistics samples of J/ψ and Z-boson dimuon decays. The full procedure for
the muon reconstruction performance with the ATLAS detector is defined in [187] and
[79]. Moreover, these are the first studies which are using J/ψ resonance for the muon
momentum calibration, in 2010 the muon momentum was calibrated using only the Z
decay [196]. The use of both, J/ψ and Z-boson dimuon decays, allows the sensitivity to
the reconstructed muon momentum in the range from a few to approximately 100 GeV.
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4.4.1 Muon momentum scale and resolution corrections evaluated from
J/ψ → µµ and Z → µµ decays

The simulated muon transverse momentum reconstructed in the ID and in the MS
subdetectors pcorr Det

T with Det = ID, MS, is parametrised by the following equation
[79]:

pcorr Det
T =

pMC,Det
T + sDet

0 (η, ϕ) + sDet
1 (η, ϕ)pMC,Det

T

1 +
∆rDet

0 (η,ϕ)g0

pMC,Det
T

+∆rDet
1 (η, ϕ)g1 +∆rDet

2 (η, ϕ)pMC,Det
T g2

, (4.14)

with sID0 = 0 and ∆rID0 = 0, where
• gi (i = 0, 1, 2) are normally distributed random variables with zero mean and

unit width,

• sDet
i (η, ϕ) (i = 0, 1) are scale correction terms applied to a specific detector region,

• ∆rDet
i (η, ϕ) (i = 0, 1, 2) are momentum resolution smearing correction terms

applied to a specific detector region.
The corrections described with Equation 4.14 are defined up to |η| < 2.7 in 18 η

sectors of sizes ∆η from 0.2 to 0.4 for both the MS and the ID. The MS is additionally
separated into ϕ to account for small and large sectors in the MS. The sector boundaries
are listed in Table 2.3 where the odd numbered sectors are large and even numbered
are small. The variations of the corrections between different regions is expected to be
small.

The term sMS
0 model the pT scale dependence observed in the MS momentum recon-

struction due to differences between data and MC in the energy loss of muons passing
through the calorimeter and other materials between the interaction point and the MS.
These energy loss effects are observed with preceding J/ψ studies described in Section
4.3. Since the energy loss between the interaction point and the ID is negligible (about
1 MeV per silicon layer), the term is fixed to be sID0 = 0. The term sDet

1 corrects the
imperfect knowledge of the magnetic field integral and of the radial dimension of the
detector.

The muon momentum resolution smearing correction terms can be related to differ-
ent sources of experimental resolution by comparing the coefficient of the pT powers in
the Equation 4.2. The energy loss term ∆rID0 is fix to zero, while ∆rMS

0 is not, in order
to account for energy loss fluctuations in the calorimeter material present in front of
the MS.

The separate corrections of ID and MS momentum reconstruction are extracted
and a corrected CB momentum is obtained using a weighted average:

pcorr CB
T = fpcorr IDT + (1− f)pcorr MS

T , (4.15)

where f is derived weight for each muon taken from the CB muon transverse momentum
before corrections, extracted from:

pMC, CB
T = fpMC, ID

T + (1− f)pMC,MS
T . (4.16)
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The Equation 4.14 contains three parameters for the ID and five for the MS mo-
mentum, which gives total of eight parameters that need to be extracted from the
experimental data. The parameters are extracted comparing the data to the templates
from the MC simulation using a maximum likelihood fit of the invariant mass dis-
tribution in J/ψ and Z-boson dimuon candidate events. For the muon momentum
calibration procedure it is assumed that all differences between data and MC simula-
tion are due to miscalibration of the muon momentum and the impact of an inaccurate
measurement of the angles is neglected.

The J/ψ and Z candidates are selected by requiring exactly two opposite charged
CB muons which need to satisfy the track quality criteria described in Table 4.1. In
order to suppress the backgrounds, muons from the Z-boson decays are required to be
isolated from neighbouring activity. Muons are isolated if they have a sum of transverse
momenta measured in the ID around the muon less then 10% of the muon pT. No
isolation criterion is imposed on muons from the J/ψ decays. Muons for ID parameter
extraction are required to have 8 GeV < pIDT < 17 GeV and 2.76 GeV < mID

µµ < 3.6 GeV
for J/ψ candidates and 26 GeV < pIDT < 300 GeV and 76 GeV < mID

µµ < 96 GeV
for Z-boson candidates, where the lower boundary for the sub-leading muon pT from
Z-boson decay is set to a smaller value of 15 GeV. In order to improve the sensitivity
to the pT dependent correction effects, the invariant mass is classified according to the
pT of the muons. For the J/ψ candidates there are three bins with lower thresholds
at pIDT = 8, 9, 11 GeV of the sub-leading muon, and for the Z candidates the lower
thresholds are set to pIDT = 26, 47, 70 GeV of the leading muon. The muon selection for
MS parameter extraction is the same as for the ID with one additional variable sensitive
to the momentum scale and resolution, reconstructed only for Z-boson candidates
defined as:

ρ =
pMS

T − pIDT
pIDT

. (4.17)

which represents the pT imbalance between the measurement in the ID and in the MS.
This variable is binned with lower thresholds set to pMS

T = 20, 30, 35, 40, 45, 55, 70 GeV.
The non-resonant background for J/ψ decay coming from decays of light and heavy
hadrons and from DY production, is about 15 % from selected candidates and it is not
possible to accurately simulate it. Therefore, for J/ψ extraction of the background a
data-driven method is used: the invariant mass distribution is fitted with Crystal Ball
function for the ID fits and a Gaussian distribution convoluted with a Landau in the
MS fits, added to an exponential background. The background for the Z-boson decay
is extracted from simulation, and yields only 0.1 %.

The templates ofmID
µµ andmMS

µµ are built from the simulation with added background
using J/ψ and Z candidates, as well as for ρ using only the Z candidates. The fitting
procedure is done in several steps. First, a likelihood function L is defined in order
to compare the data to the final signal plus background templates. Then modified
templates are generated by varying the correction parameters in Equation 4.14 and
applying them to the muon momentum in simulation. The last step is minimisation
of the −2 lnL between data and the modified templates. This procedure is iterated
for all regions (η, ϕ and pT), the first fit is done using only events with both muons
in the same region, while the following fits also allow one of the muons in a previously
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analysed region. When all regions are analysed, the fit procedure is iterated twice to
improve the stability of the results. The corrections are extracted first for the ID and
then for the MS so that the pIDT in ρ is kept as constant.

The sensitivity of the resolution parameters ∆rMS
0 and ∆rMS

2 as a function of pT is
bad because of limited statistics for low pT from the J/ψ and at high pT from the Z
candidates. Since the energy loss correction parameter ∆rMS

0 for |η| < 0.8 don’t show
significant disagreement between data and MC, it is fixed to zero in this region. The
effect of the misalignment of MS chambers in real data is already taken into account in
the simulation, therefore the parameter ∆rMS

2 is also fixed to zero. Possible deviations
from zero for these two parameters is covered by the systematic uncertainties.

Systematic uncertainties are applied to cover the imperfections in the model used
for the muon momentum parametrisation and in the fit procedure used for the extrac-
tion of the correction parameters. Configurations that are used for the evaluation of
the systematic uncertainties are described below.

• Z-boson mass range: To cover resolution differences between data and MC for non-
Gaussian smearing effects, the variation of ±5 GeV in the dimuon invariant mass range
for Z-boson events is applied. This is one of the largest systematic uncertainties on the
resolution corrections, with an average effect approximately 10 % on the ∆rID1 , ∆rID2
and ∆rMS

1 parameters.

• J/ψ background and pT selection: The alternative J/ψ background parametrisation
is done with linear function for the MS fits and linear-times-exponential function for
the ID fits. The minimal pT cut is increased to 10 GeV which reduces the weight of low
pT momentum corrections since the J/ψ sample is smaller. The effect on the resolution
parameters is about 10 % on ∆rID1 and ∆rMS

1 , while the effect on scale parameters is
about 0.01 GeV and 4 · 10−4 for sMS

0 and sMS
1 respectively.

• Non-linearity of ID scale: ID parameters are also extracted using only J/ψ or only
Z events. Due to reduced statistics, only parameter sID1 is left free in the fit with the
resolution correction terms fixed to nominal values. The obtained uncertainty yields
from 0.01 % to 0.05 % from the central to the forward region of the ID.

• Energy loss resolution parameter : Instead of fixing the parameter ∆rMS
0 to zero for

|η| < 0.8, it is left free for all regions. The largest variation of 0.08 GeV is applied as
an additional systematic uncertainty on this parameter.

• Misalignment effects : The MS parameters are extracted from a special Z-boson
sample with ideal geometry, where there is no simulation of the misalignment of the
MS chambers. The largest variation of 0.012 for ∆rMS

1 is applied as an additional sys-
tematic uncertainty for 0.4 < |η| < 1.25.

• Z background : The normalisation factor for the MC samples in the Z-boson back-
ground estimate is variated by factors of 0.5 and 2. This systematic uncertainty is
small except for |η| > 2.0 where this effect is comparable to the other uncertainties.

• Excess of material in ID : In the MC simulation there is an excess of material in
the ID for |η| > 2.3 which is affecting the muon momentum resolution. Systematic
uncertainty is added for |η| > 2.3 to cover for this effect, 2 · 10−3 and 0.01 for sID1 and
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∆rID1 , respectively. This is the largest source of uncertainty for ID parameters.

• η binning : The position of the Z-boson mass peak is checked in finer η bins and ad-
ditional systematics of 2 · 10−4 to the sID1 parameter is added to cover for the observed
differences.

• Muon track angle: Increasing the track angular resolution by 40 % in MC simulation
for J/ψ events is used to check the effect of an additional correction on the angle of
the muon track. The largest difference of 0.001 is added as an uncertainty to the ∆rID1
parameter.

• MS alignment : The alignment of MS chambers is checked with special runs when
the toroid magnetic field is turned off. The systematics on ∆rMS

2 parameter is defined
as the difference between these special runs and the nominal data.

All sources are added in quadrature to obtain the final uncertainty for eight correction
parameters. In order to simplify the procedure for use in physics analysis, four system-
atics variations are provided: global upper and lower scale variations and independent
resolution variations for the ID and the MS. The upper and lower scale variations are
defined as a simultaneous variation of all scale or resolution correction parameters by
1σ. The parametrisation in Equation 4.14 is invalid when the resolution in experi-
mental data is smaller than in the MC simulation. This is covered by including the
amount of resolution that should be subtracted in quadrature from the simulation to
reproduce the data in the positive resolution parameter variations.

A summary of the correction parameter values is shown in Tables 4.7 and 4.8 for ID
and MS respectively, after averaging over the three main detector regions. Figure 4.30
shows ID, and Figures 4.31 and 4.32 show MS parameter values, the total systematic
and statistical uncertainty are added in quadrature and shown as a yellow band around
the nominal values.

Table 4.7: Summary of ID scale and resolution parameters with their total
uncertainty averaged over three main detector regions.

Region sID1 ∆rID1 ∆rID2 [TeV−1]

|η| < 1.05 −0.92+0.26
−0.22 · 10−3 0.0068+0.0010 0.146+0.039

1.05 ≤ |η| < 2.0 −0.86+0.30
−0.35 · 10−3 0.0105+0.0018 0.302+0.046

|η| ≥ 2.0 −0.49+1.17
−1.63 · 10−3 0.0069+0.0121 0.088+0.084

The ID scale correction is always below 0.1% with an uncertainty in the range
from 0.02% for |η| < 1 to 0.2% for |η| > 2.3. The MS scale correction is less than 0.1%
except for the large MS sectors in the barrel region of the detector where the correction
is 0.3% and for 1.25 < |η| < 1.5 where correction is about −0.4%. The MS energy loss
correction is approximately 30 MeV, which corresponds to the 1% of the total energy
loss in the calorimeter and in the dead material in front of the MS and is compatible
with the accuracy of the material budget used in the simulation. The total resolution
correction is below 10% and 15% for ID and MS parameters respectively.
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Table 4.8: Summary of MS scale and resolution parameters with their total
uncertainty for small (s) and large (l) MS sectors averaged over three main detector

regions.

Region sMS
0 [GeV] sMS

1 ∆rMS
0 [GeV] ∆rMS

1 ∆rMS
2 [TeV−1]

|η| < 1.05 (s) −0.035+0.017
−0.011 +3.57+0.38

−0.60 · 10−3 0.115+0.083 0.0030+0.0079 0+0.21

|η| < 1.05 (l) −0.022+0.007
−0.014 −0.22+0.37

−0.24 · 10−3 0.101+0.090 0.0034+0.0081 0+0.11

1.05 ≤ |η| < 2.0 (s) −0.032+0.017
−0.016 −1.07+0.77

−0.93 · 10−3 0+0.080 0.0171+0.0059 0+0.22

1.05 ≤ |η| < 2.0 (l) −0.026+0.009
−0.017 −1.46+0.45

−0.57 · 10−3 0+0.080 0.0190+0.0047 0+0.17

|η| ≥ 2.0 (s) −0.031+0.029
−0.031 −0.91+1.62

−0.91 · 10−3 0+0.080 0.0022+0.0075 0+0.06

|η| ≥ 2.0 (l) −0.057+0.019
−0.021 +0.40+1.23

−0.50 · 10−3 0+0.080 0.0171+0.0052 0+0.29
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Figure 4.30: The ID correction parameters as a function of pseudorapidity: (a)
scale correction sID1 , (b) resolution parameter ∆rID1 and (c) resolution parameter
∆rID2 . The parameter ∆rID2 for |η| > 2.0 appear as a curved line because the

correction is weighted by 1/ tan2 θ which follows the steep resolution change in that
region. The black lines show the nominal correction values, while the total systematic
and statistical uncertainty added in quadrature are shown as a yellow band around

the nominal values.

The same procedure is repeated for 2011 data-taking and similar results are obtained
but with larger uncertainties since the sample is smaller.

120



Chapter 4. Muon Momentum Calibration

η
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

 [G
eV

] 
M

S
0s

-0.1

-0.08

-0.06

-0.04

-0.02

0

0.02

0.04

0.06
 ATLAS

 = 8 TeVs
-1Ldt = 20.3 fb∫

 stat. uncertainty⊕Syst. 

Nominal correction

MS tracks chain 1 (Large sectors)

(a)

η
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

 [G
eV

] 
M

S
0s

-0.1

-0.08

-0.06

-0.04

-0.02

0

0.02

0.04

0.06
 ATLAS

 = 8 TeVs
-1Ldt = 20.3 fb∫

 stat. uncertainty⊕Syst. 

Nominal correction

MS tracks chain 1 (Small sectors)

(b)

η
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

M
S

1s

-0.006

-0.004

-0.002

0

0.002

0.004

0.006
 ATLAS

 = 8 TeVs
-1Ldt = 20.3 fb∫

 stat. uncertainty⊕Syst. 

Nominal correction

MS tracks chain 1 (Large sectors)

(c)

η
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

M
S

1s

-0.006

-0.004

-0.002

0

0.002

0.004

0.006
 ATLAS

 = 8 TeVs
-1Ldt = 20.3 fb∫

 stat. uncertainty⊕Syst. 

Nominal correction

MS tracks chain 1 (Small sectors)

(d)

Figure 4.31: The MS scale correction parameters for large (left) and small (right)
sectors as a function of pseudorapidity: (a) and (b) sMS

0 , and (c) and (d) sMS
1 . The

black lines show the nominal correction values, while the total systematic and
statistical uncertainty added in quadrature are shown as a yellow band around the

nominal values.

4.4.2 Validation of the muon momentum scale and resolution corrections
with J/ψ → µµ decay

The validation of the momentum scale and resolution corrections is obtained by study-
ing dimuon decays of J/ψ, Υ and Z resonances with a different methodology than the
one used for the parameter extraction. The Υ dimuon decay represents an independent
validation. The corrected MC is in very good agreement with the data. In the next
part only the validation with the J/ψ decay is shown. The validation with Υ and Z
resonances can be found in [79].

The J/ψ events are selected as described in Table 4.1, the only difference is in the
last cut which is not applied here. After selection there are about 17 million events
in real data and about 20 million simulated events. The J/ψ background is obtained
using a second order polynomial fit in the two sideband regions outside the mass peak:
2.55 GeV < mµµ < 2.9 GeV and 3.3 GeV < mµµ < 4.0 GeV. The background is then
subtracted from the signal mass window.
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Figure 4.32: The MS resolution correction parameters for large (left) and small
(right) sectors as a function of pseudorapidity: (a) and (b) ∆rMS

0 , (c) and (d) ∆rMS
1 ,

and (e) and (f) ∆rMS
2 . The black lines show the nominal correction values, while the

total systematic and statistical uncertainty added in quadrature are shown as a
yellow band around the nominal values.

The invariant mass distribution for J/ψ resonance is shown in Figure 4.33, com-
paring the MC simulation before and after correction with the data. The background
estimate is added to the signal simulation and the sum of background and signal MC is
normalized to the data. The invariant mass distribution before corrections is narrower
and slightly shifted with respect to data. After corrections, the J/ψ lineshape agree
very well with the data.
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Figure 4.33: Dimuon invariant mass distribution of J/ψ resonance reconstructed
with CB muons. The upper panel shows the invariant mass distribution for data and

for the signal MC simulation plus the background estimate. The points show the
data, the filled histograms show the MC simulation when momentum corrections are
applied and the dashed histogram shows the MC simulation when no correction is
applied. The lower panel shows the Data/MC ratio and the yellow band represents

the systematic uncertainties on the momentum corrections.

A better estimate of the scale corrections is obtained by comparing the mean of the
invariant mass peak as a function of η and pT. The mean of the J/ψ invariant mass is
extracted with a iterative Gaussian fit (as explained in Section 4.3.2) of the background
subtracted signal distribution in the range < mµµ > ± 1.5 · RMS(mµµ). Figure 4.34
shows the data to MC ratio of the mean mass of J/ψ resonance as a function of the
pseudorapidity of the highest-pT muon of the CB muon pair. Before the momentum
corrections there is a large discrepancy, up to 5 %, between data and MC for high |η|
region. This discrepancy is due to imperfections in the MC simulation of the muon
energy loss that have larger effect at low pT and in the forward η region where the MS
measurement has a larger weight in the MS and ID combination. The corrected MC is
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Figure 4.34: Ratio of the fitted J/ψ mean mass for data and corrected MC as a
function of the pseudorapidity of the highest-pT muon. The ratio shows corrected MC
(filled symbols) and uncorrected MC (empty symbols). The error bars represent the
statistical and the systematic uncertainty on the mass fits added in quadrature. The

band shows the uncertainty on the momentum corrections.
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in very good agreement with the data, well within the scale systematics uncertainties.
Figure 4.35 shows the mean of the iterative Gaussian fit of invariant mass distribution of
the dimuon J/ψ resonance (marked with blue triangles) as a function of < pT > defined
as average momentum of the two muons from the J/ψ decay for three pseudorapidity
bins. Figure 4.35 also shows the results with Υ and Z resonances. The momentum
scale is well known and within the uncertainties in the whole pT range.
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Figure 4.35: Ratio of the fitted mean mass of data and corrected MC from J/ψ, Υ
and Z events as a function of the average transverse momentum in three

pseudorapidity ranges: (a) |η| < 1.0, (b) 1.0 < |η| < 2.0 and (c) |η| > 2.0, using CB
muons. Both muons are required to be in the same η range. The error bars represent

the statistical uncertainty and the systematic uncertainty is shown as a band.
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The dimuon mass width for CB muons is shown as a function of the leading muon
η in Figure 4.36 for the J/ψ resonance. The width is estimated from the iterative
Gaussian fit as explained previously. Before corrections, the mass width in MC is up
to 10% smaller than in the data, while after corrections there is very good agreement
with the data.

Energy loss estimation from the momentum fits

In order to further test the energy loss correction parameters defined with Equation
4.14, the momentum fits with the J/ψ events are performed, as explained in Section
4.3.3. The muon momentum difference between ID and MS is fitted using Crystal
ball function in bins of ∆η = 0.2. The difference with Equation 4.11 is in the CB
momentum, here the transverse momentum pT, CB is used. The parameters a and b are
extracted from linear fits in data and MC simulation before and after the momentum
corrections. The demonstration of the effectiveness of the momentum calibration is
obtained by comparing the difference in parameters a and b between data and MC
simulation before and after the corrections: ∆a = adata − aMC and ∆b = bdata − bMC.
Figure 4.37 shows the dependence of ∆a and ∆b as a function of pseudorapidity before
and after momentum corrections. Before the momentum corrections there is an offset
in the barrel region of about 50 to 100 MeV which is larger for high |η| region, while
after the corrections the overall difference between data and MC is consistent with
zero and the biggest improvement is observed in high |η| region. Also, there is visible
improvement between data and MC for parameter b after the momentum corrections
for full η region.
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Figure 4.37: Difference of the parameters (a) a and (b) b between the data and MC
simulation before (blue points) and after (red points) the momentum corrections as a
function of |η|. The error bars on the points represent the statistical uncertainty of
the fit, while the yellow band represents statistical uncertainty of the fit added in

quadrature to the systematic uncertainty from the scale variations.
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Muon momentum scale in small and large MS sectors

Muon momentum reconstruction is expected to have different performance for large and
small MS sectors due to material distribution, alignment of the components, magnetic
filed integral, etc. However, the observed data to MC difference of about 0.3 % in
MS scale correction in the barrel region, as shown in Figure 4.31 (c) and (d), is an
unexpected feature which is investigated. There are two variables that are sensitive to
the MS scale difference between large and small sectors:

• Relative mass difference ∆m/mref defined as the data to MC difference divided
by the mass value in PDG. The mass peak position is extracted with an iterative
Gaussian fit.

• Difference between small and large sectors in ρ defined with Equation 4.17. The
ρ peak position is extracted with an iterative Gaussian fit.

These two variables are checked on J/ψ and Z events which are selected requiring
two oppositely charged CB muons in the barrel. The muon transverse momentum
is required to be in the range 7.5 < pT < 20 GeV and 25 < pT < 100 GeV for
J/ψ and Z candidates, respectively. Selected candidates have invariant mass in range
3.0 < mµµ < 3.2 GeV and 86.2 < mµµ < 96.2 GeV for J/ψ and Z decays, respectively.
Since the point of this study is comparison between small and large sectors, there is no
background estimation.

Figure 4.38 shows relative mass difference for J/ψ and Z events for 16 MS sectors
separated by the leading muon. There is about 0.2 % difference between large and
small sectors in data to MC simulation before the momentum corrections difference.
Since the subleading muon from the decay can be reconstructed in a different sector,
the estimation is not very precise.

Figure 4.39 shows the comparison between large and small sectors in ρ as a function
of leading muon pT. Events with |ρ| < 0.15 are only selected. The peak position is
extracted with iterative Gaussian fit in each pT bin, and then the obtained values
are subtracted for large and small sectors. Now, a more quantitative estimate of the
muon momentum scale differences between data and MC is possible. An energy loss
effect would cause a difference between data and MC which decreases with pT, while
a multiplicative scale factor would induce a constant difference. There is about 0.3 %
difference between data and MC which is constant as a function of pT, indicating the
presence of the the multiplicative scale effect.

Finally, the crosscheck is performed to test whether the difference between large
and small MS sectors is caused by the magnetic field integral. Since the small sectors
include the toroid coils, the expansion or shrinking of the coil geometry of the order
of 0.2 % is not excluded with Run-1 data, a toy model study of this effect on the
magnetic field integral has been done [187]. A toy model assumes a simple detector
geometry, with 16 MS sectors corresponding to the large and small segmentation and
seven wide barrel regions. The magnetic field integral is evaluated in each of these
regions along the radial direction when the coils are expanded or shrunk by 5 mm
which corresponds to 0.2 %. Figure 4.40 (a) shows the effect of the modified coils
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Figure 4.38: The relative mass difference for (a) J/ψ and (b) Z events as a function
of MS sector depending on the leading muon ϕ, for data and MC simulation before

and after muon momentum corrections. The yellow band in the bottom panel
corresponds to the systematics uncertainties of the momentum corrections.
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Figure 4.39: The difference in ρ for small and large MS sectors for (a) J/ψ and (b)
Z events as a function of leading muon pT, for data and MC simulation before and

after muon momentum corrections. The yellow band in the bottom panel corresponds
to the systematics uncertainties of the momentum corrections.

geometry as a correction to the magnetic field integral in each of the 16 MS sectors.
This toy model can be compared to the data by analysing the ρ variable as a function
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of ϕ̂ = ϕ mod π/4. Variable ϕ̂ folds the MS detector in one distribution overlaying
all the large MS sectors around ϕ̂ = 0 and small sectors around ϕ̂ = ±π/8. Figure
4.40 (b) and (c) shows ρ as a function of ϕ̂ for J/ψ and Z events, respectively, in data
and MC before and after momentum corrections. The structure expected from the toy
study is reproduced, at least qualitatively, by the difference between the data and MC
simulation before the momentum corrections.
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Figure 4.40: (a) A toy model of the ATLAS MS geometry when a magnetic field
integral is changed by expansing or shrinking the toroid coils by 5 mm. The

dependence of ρ as a function of ϕ̂ for (b) J/ψ and (c) Z events, for data and MC
simulation before and after muon momentum corrections. The yellow band in the

bottom panel corresponds to the systematics uncertainties of the momentum
corrections.
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Angular distributions in J/ψ events

The pT−Y reweighting, described in 4.3.1, affects the opening angle between two muons
from the J/ψ decay cos θ(µ1, µ2), as shown in Figure 4.41 for four pseudorapidity
regions. The blue histograms show MC events without reweighting, while the red
histogram show MC events after the reweighting is applied, both muons are required
to be the same |η| bin indicated on the plots. Distributions obtained from real data
contain background events as well, although the impact of the background should be
small since tight invariant mass requirement is imposed. The distributions show that
applied reweighting fixes the difference between the opening angle in data and MC.
Also, the distributions show that opening angle between the muons is small, decreasing
with the muon η.
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Figure 4.41: Distribution of the opening angle cos θ(µ1, µ2) between the muons from
the J/ψ decay for data (black points) and MC before (blue line) and after (red line)

reweighting. Both muons are required to be in the same pseudorapidity bin: (a)
|η| < 1.0, (b) 1.0 < |η| < 1.4, (c) 1.4 < |η| < 2.0 and |η| > 2.0.

The effect of the reweighting on the dimuon invariant mass calculated using ID, CB,
and MS muon momentum is shown in Figure 4.42 (a), (b) and (c), respectively. The
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effect on the mass distribution is at the % level. Figure 4.42 (d) shows the effect of the
reweighting on the ID momentum scale correction sID1 as a difference of the calculated
scale with and without reweighting applied as a function of detector region. The effect
of the reweighting is bellow 10−4 except for two endcap regions where the difference is
at the level of 0.04 % and in one CSC region with the difference of 0.1 %. Since the
effect of this reweighting is small no additional systematic uncertainty is assigned to
the muon momentum corrections.
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Figure 4.42: The invariant mass distribution calculated using (a) ID, (b) CB and
(c) MS muons in the J/ψ MC sample, blue histogram is before while red histogram is
after reweighting. The ratio of reweighted and unreweighted events is shown in the
bottom part of each histogram. (d) The difference of the scale correction sID1 with

and without reweighting applied as a function of a detector region.

The impact of the the additional material that might be present in the ID on the
measurement of the muon angles θ and ϕ is also studied. The width of the reconstructed
J/ψ invariant mass peak is affected by the momentum resolution and also, to a smaller
extent, by the angular resolution. The effect of angular resolution has been neglected
and all the difference in resolution between data and MC has been absorbed into the
additional smearing of the momentum. The impact of the angular resolution on the
invariant mass measurement increases as the opening angle of the muon pair decreases.
Therefore it is expected to have larger impact on the J/ψ rather that on the Z events.
In the region of the J/ψ measurement, the angular resolution is dominated by the
multiple scattering. Then, additional material may affect the width of the J/ψ invariant
mass distribution in two ways: through the degradation of the angular resolution and
through the degradation of the momentum resolution.
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In order to check if an increase of the angular resolution due to an increase of
multiple scattering can have a significant impact on the scale and on the resolution
parameters, following study has been performed. The possible effect of material on
the angular resolution is studied by comparing the reconstructed θ and ϕ angles to
the MC truth for each muon in J/ψ decay samples with nominal and distorted geo-
metry. The sample produced with distorted geometry has 10 % additional material
uniformly distributed across the ID. Figures 4.43 and 4.44 show the difference between
reconstructed and truth muon θ and ϕ, respectively, in J/ψ events for MC samples
corresponding to the nominal and distorted geometry is four pseudorapidity regions.
The truth muons are matched with reconstructed CB muons for pT > 7 GeV with a
matching requirement of ∆R < 0.02. The effect of 10 % additional material would
introduce a negligible bias of the angular measurements, at a level of 10−6, as shown
by the differences in the means in Figures 4.43 and 4.44. Also, the angular resolution
increases, with an increase of the RMS of the distributions at the level of 5 - 7 %,
except for the θ measurement in the barrel where the increase is at the level of 2 - 3 %.
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Figure 4.43: The difference between reconstructed and truth muon θ in J/ψ events
for MC samples corresponding to the nominal and distorted geometry, in

pseudorapidity bins: (a) |η| < 1.0, (b) 1.0 < |η| < 1.4, (c) 1.4 < |η| < 2.0 and
|η| > 2.0.
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Figure 4.44: The difference between reconstructed and truth muon ϕ in J/ψ events
for MC samples corresponding to the nominal and distorted geometry, in

pseudorapidity bins: (a) |η| < 1.0, (b) 1.0 < |η| < 1.4, (c) 1.4 < |η| < 2.0 and
|η| > 2.0.

To study the impact of the angular measurement on the mass scale and resolution,
the reconstructed θ and ϕ angles of the nominal MC sample have been smeared by
100 % of the RMS shown in Figures 4.43 and 4.44, corresponding to an increase of
the angular resolution by a factor of 2. No significant change is observed in the mean
reconstructed invariant mass. Figure 4.45 shows the effect of the smearing of the angles
on the width of the reconstructed invariant mass. The largest effect is observed in the
barrel, in which the resolution changes by 1.5 %. Since in this study the increase of the
angular resolution was more than 10 times larger than what is expected from an excess
of material by 10 %, any realistic angular resolution degradation should be much less
than what is obtained in this exercise. Since this level of smearing is already covered
by the systematic uncertainty on the ∆rID1 term, there is no need for an additional
smearing of the measured muon angles and the effect of a difference between data and
MC in the angular resolutions can be neglected.
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Figure 4.45: The width of the J/ψ invariant mass distribution for the nominal
geometry sample with θ and ϕ angles smeared by 100 % RMS of their resolution

(black points) compared to the unsmeared events (red points), with the relative ratio
shown in the bottom panel. Since the realistic smearing due to additional material is
more then 10 times smaller with respect to the one applied, the effect on the mass

resolution is negligible.

4.5 muon momentum uncertainties in the higgs boson
mass measurement

The Higgs boson is discovered in 2012 by the ATLAS and CMS collaboration at the
LHC [30, 31]. The measurement of the mass of the Higgs boson is based on fitting the
mass spectra of the two decay modes H → γγ and H → ZZ∗ → 4`, where ` refers to
electron or muon [188]. These two channels have a narrow mass peak over a smooth
background, from which the mass can be extracted without any assumption on the
signal production and decay. The results are based on the data from proton–proton
collisions collected during 2011 and 2012 corresponding to the 4.6 fb−1 and 20.3 fb−1,
respectively. The Higgs boson mass measurement is described in detail in [188]. The
detailed discussion of the uncertainties is given in [189]. In this section only the impact
of the muon momentum correction uncertainties, described in Section 4.4, on the Higgs
boson mass measurement is described.

A summary of the muon momentum corrections and their uncertainties is shown
in Figure 4.46. Figure 4.46 (a) shows the ratio of the reconstructed dimuon invariant
mass in data to the corrected mass in simulation for J/ψ, Υ and Z-boson events as a
function of leading muon η, while Figure 4.46 (b) shows the same ratio as a function of
the average transverse momentum of the two muons. The momentum resolution ranges
from 1.7 % at central pseudorapidity and for transverse momentum pT = 10 GeV, to
4 % at large pseudorapidity and pT = 100 GeV, while the momentum scale is known
with an uncertainty of 0.05 % to 0.2 % depending on pseudorapidity.
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Figure 4.46: Ratio of the reconstructed dimuon invariant mass for data to the
corrected mass in simulation for J/ψ, Υ and Z-boson events as a function of (a)
leading muon η and (b) average pT of the two muons. The shaded areas show the
systematic uncertainty on the simulation corrections for each of the three samples.

The error bars on the points show the combined statistical and systematic
uncertainty. Plots are taken from [188].

The H → ZZ∗ → 4` channel provides good sensitivity of the measurement of
the Higgs boson properties due to its high signal-to-background ratio, which is about
two in the signal mass window 120 − 130 GeV, and its excellent mass resolution, for
each of the four final states: µ+µ−µ+µ− (4µ), µ+µ−e+e− (2µ2e), e+e−µ+µ− (2e2µ)
and e+e−e+e− (4e), where the first pair is defined to be the one with the dilepton
mass closest to the Z-boson mass. The typical mass resolution varies from 1.6 GeV
for the 4µ final state to 2.2 GeV for the 4e final state. For a SM Higgs boson with a
mass of about 125 GeV, the dominant background is the production of Z-boson pairs
(Z∗/γ∗)(Z∗/γ∗) process, referred as ZZ∗. A smaller contribution is expected from the
Z +jets, where jets are misidentified as electrons, or contain muons from decays of
heavy flavor particles inside jets, and top production processes. The ZZ∗ background
is estimated from simulation and normalised to NLO calculation, while the Z +jets
and top backgrounds are estimated with data-driven methods. Further description of
the background determination is beyond the scope of this thesis.

The Higgs boson candidates in four lepton channel are selected with a single- and
dilepton triggers (single electron, single muon and dimuon, dielectron and mixed elec-
tron and muon topologies). Muon tracks are required to have a minimal number of
hits in the ID, or hits in all muon stations for SA muons as listed in Table 4.1. All four
types of muons are allowed with at most one SA or CT muon per event. Each muon
must have pT > 6 GeV in the pseudorapidity range |η| < 2.7. Electrons are selected
do satisfy loose identification criteria, as discussed in Section 3.4, with ET > 7 GeV
and |η| < 2.7. The highest pT lepton in the quadruplet must satisfy pT > 20 GeV, and
the second and third lepton in pT order must satisfy pT > 15 GeV and pT > 10 GeV,
respectively. The leptons are required to be separated from each other by ∆R > 0.1
and ∆R > 0.2 for same and different flavor, respectively. All selected leptons must be
isolated. Further details about the selection can be found in [188].
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The Higgs boson mass in the H → ZZ∗ → 4` channel is extracted from a two-
dimensional fit to the m4`. The invariant mass distribution m4` for four different final
states is shown in Figure 4.47.

All sources of the systematics uncertainties are implemented in the signal and back-
ground models and evaluated using MC studies to determine the impact of the sys-
tematic uncertainties on the final fit. The impact of the muon momentum scale and
resolution correction uncertainties on the Higgs boson mass measurement in four differ-
ent final states is shown in Table 4.9. The up and down variation corresponds to +1σ
and −1σ, respectively. The difference in mean reconstructed masses with the nominal
and varied parameters is used as a systematic uncertainty on m4`, taking that the un-
certainties are fully correlated across the whole pseudorapidity. The total systematic
uncertainties of the muon momentum on m4` for the mH = 125 GeV signal are 0.044 %,
0.018 % and 0.026 % for 4µ, 2µ2e and 2e2µ final states, respectively. When all the
final states are combined together, the uncertainty on mH from the muon momentum
scale and resolution is 0.03 %.

Table 4.9: The impact of the muon momentum scale and resolution correction
uncertainties on the Higgs boson mass measurement in MeV.

Parameter 4µ 2µ2e 2e2µ 4e
Up Down Up Down Up Down Up Down

Scale 54 -55 32 -32 21 -25 - -
Resolution ID 0 0 2 -2 -1 1 - -
Resolution MS 4 -4 2 -2 1 -1 - -

Table 4.10 shows the observed and expected number of events for
√
s = 7 TeV and√

s = 8 TeV data in a mass window corresponding to ±2σm4`
.

Table 4.10: The number of events expected and observed for mH = 125 GeV
hypothesis for the four lepton final states.

Final state Signal ZZ∗ Z +jets, top s/b Expected Observed

4µ 6.20± 0.61 2.82± 0.14 0.79± 0.13 1.7 9.81± 0.64 14
2µ2e 4.04± 0.40 1.99± 0.10 0.69± 0.11 1.5 6.72± 0.42 9
2e2µ 3.15± 0.32 1.38± 0.08 0.72± 0.12 1.5 5.24± 0.35 6
4e 2.77± 0.27 1.22± 0.08 0.76± 0.11 1.4 4.75± 0.32 8
Total 16.2± 1.6 7.41± 0.40 2.95± 0.33 1.6 26.5± 1.7 37

The measured Higgs boson mass in the H → ZZ∗ → 4` decay channel yields:

mH = 124.51± 0.52 (stat.) ± 0.06 syst GeV = 124.51± 0.52 GeV. (4.18)

The systematic uncertainty is obtained from the quadrature subtraction of the fit un-
certainty evaluated with and without the systematic uncertainties fixed at their best
fit values. Due to the excellent calibration of the muon momentum, systematic uncer-
tainty on the Higgs boson mass in the four lepton channel is completely dominated by
the statistics of the given sample. Due to the large difference between the magnitude of
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Figure 4.47: The invariant mass distribution m4` for four different final states: (a)
4µ, (b) 2µ2e, (c) 2e2µ, (d) 4µ and (e) their combination. The signal expectation is

shown in blue, while the data is represented with black points.
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the statistical and systematic uncertainties, the numerical precision on the quadrature
subtraction is estimated to be of the order of 10 MeV.

The combined mass measurement from the H → γγ and H → ZZ∗ → 4` channels
gives:

mH = 125.36± 0.37 (stat.) ± 0.18 (syst.) GeV = 125.36± 0.41 GeV. (4.19)

The contribution of the muon momentum scale, as a dominating source of uncertainty
from Table 4.9, to the combined mass measurement is only 10 MeV from the total of
180 MeV.

The combined measurement of the Higgs boson mass between ATLAS and CMS
experiments from the H → γγ and H → ZZ∗ → 4` channels is [45]:

mH = 125.09± 0.21 (stat.) ± 0.11 (syst.) GeV = 125.09± 0.24 GeV. (4.20)

The results are obtained from a simultaneous fit to the reconstructed invariant mass
peaks in the two channels and for the two experiments. The muon momentum scale
and resolution uncertainties are smaller for the ATLAS measurement, and contributes
with less than 10 MeV in the combination, compared to the CMS whose contribution
is 50 MeV [45]. The measured masses from the individual channels and the two exper-
iments are found to be consistent among themselves. Figure 4.48 shows the summary
of the Higgs boson mass measurements from the individual analyses of ATLAS and
CMS and from the combined analysis.

 [GeV]Hm
123 124 125 126 127 128 1290.5−

9

Total Stat. Syst.CMS and ATLAS
 Run 1LHC 						Total      Stat.    Syst.

l+4γγ CMS+ATLAS  0.11) GeV± 0.21 ± 0.24 ( ±125.09 

l 4CMS+ATLAS  0.15) GeV± 0.37 ± 0.40 ( ±125.15 

γγ CMS+ATLAS  0.14) GeV± 0.25 ± 0.29 ( ±125.07 

l4→ZZ→H CMS  0.17) GeV± 0.42 ± 0.45 ( ±125.59 

l4→ZZ→H ATLAS  0.04) GeV± 0.52 ± 0.52 ( ±124.51 

γγ→H CMS  0.15) GeV± 0.31 ± 0.34 ( ±124.70 

γγ→H ATLAS  0.27) GeV± 0.43 ± 0.51 ( ±126.02 

Figure 4.48: Summary of the Higgs boson mass measurements from the individual
analyses of ATLAS and CMS and from the combined analysis [45]. The systematic

(narrower, magenta-shaded bands), statistical (wider, yellow-shaded bands), and total
(black error bars) uncertainties are indicated. The (red) vertical line and

corresponding (gray) shaded column indicate the central value and the total
uncertainty of the combined measurement, respectively.
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5Performance of the
Hadronic Recoil Reconstruction

For the W -boson mass measurement, the magnitude and direction of the neutrino
transverse energy is estimated from the charged lepton transverse momentum and
the hadronic recoil, as discussed in Section 3.4. Thus, the hadronic recoil defined as
the energy deposited in the calorimeters excluding energy deposits associated with
the charged leptons in the transverse plane, becomes the fundamental quantity which
should be calibrated. The calibration of the hadronic recoil affects the measurement
of the W -boson mass through its impact on the transverse mass distribution used for
the mass extraction. Furthermore, the hadronic recoil calibration influences the p`T
distribution through the event selection requirements on uT, mT and Emiss

T , which are
presented in Section 3.5.

In this chapter performance of the hadronic recoil reconstruction is described. First,
basic variables are introduced. Then, definition of the cluster based algorithm is given,
followed by other definitions of the hadronic recoil. The chapter concludes with the
detailed description of the correction procedure as well as the propagation of the cor-
responding uncertainties to the W -boson mass measurement. The hadronic recoil
reconstruction described in this chapter is based on [198], while the hadronic recoil
calibration is based on [199].

5.1 introduction

The transverse momentum of the vector boson in a proton–proton collisions is induced
by initial gluon or quark radiation in the transverse plane, as discussed in Chapter
1. Since the produced Z and W bosons recoil against this ISR, then the transverse
momentum of the Z or W boson can be defined as:

~p
Z/W
T = −

∑
~p ISR quarks, gluon
T , (5.1)

where ~p Z/W
T is the transverse momentum of the Z or W bosons and

∑
~p ISR quarks, gluon
T

accounts for all transverse momenta of the partons from ISR. These quarks and gluons
fragment into hadrons which deposit their energies in the calorimeters. Therefore, the
transverse momentum of the W boson can be reconstructed from the hadronic recoil
[175]. For the Z-boson events, since the detector response to the hadronic energy is
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very different than the response to the lepton energy, the hadronic recoil is relatively
poor measurement of the Z-boson transverse momentum.

For the W -boson mass measurement, the hadronic recoil is measured from the
vector sum of all reconstructed transverse energies of topo-clusters in the calorimeter
system:

~uT =

Ntopo∑
i=0

~E topo
T , (5.2)

while the scalar sum of all transverse energies of topo-clusters represents the hadronic
activity of the event:

ΣET =

Ntopo∑
i=0

Etopo
T , (5.3)

where topo-clusters close to the reconstructed electron or muon candidates are ex-
cluded. This exclusion ensures that the energy deposits originating from the charged
lepton or from accompanying photons from FSR or Bremsstrahlung do not contribute
to the hadronic recoil measurement. The ∆R = 0.2 cone around the lepton direction is
excluded from the calculation and replaced with randomly chosen topo-cluster activity
far away from the lepton and the hadronic activity, further than ∆ϕ = π/3, i.e. the
same η but different ϕ region. The exclusion and replacement procedure is repeated
for every event. This procedure ensures that there is no difference in the reconstruction
of the hadronic recoil for electron and muon channels, so that it is possible to use the
same calibration applied to both channels. More details about this definition of the
hadronic recoil, referred as cluster-based, is given in Section 5.2. Also, there are other
definitions of the hadronic recoil which are discussed in Section 5.3.

In addition to the hadronic activity, there is one more important quantity, the soft
ΣET, defined as the difference between scalar sum of all topo-cluster energies that are
used for the calculation of hadronic recoil and the magnitude of the vector of hadronic
recoil: ΣET − uT. The ΣET − uT quantity is less correlated with the hadronic recoil
than the ΣET and better represents the event activity related to the pile-up and to the
UE.

The reconstructed hadronic recoil can be decomposed into a parallel and a perpen-
dicular component to the projection of the transverse momentum of the vector boson,
as shown in Figure 5.1:

u‖ = ~uT · ~vT and u⊥ = uxvy − uyvx, (5.4)

where the ~vT is the unit vector of the transverse momentum of the vector boson, and
the ux and uy are projections of the recoil onto axes of the transverse plane in the
ATLAS coordinate system, defined in Chapter 2. The parallel and perpendicular axes
are defined to be orthogonal to each other in the transverse plane with the parallel
axis having the direction of true boson vector. Since the perpendicular component is a
consequence of limited detector resolution, it is expected that the parallel component
is maximal on the parallel axis, and minimal on the perpendicular. On average, the
perpendicular component should be zero, and its width provides an estimate of the
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recoil resolution. The parallel component should be equal to the absolute value of the
vector boson transverse momentum.

vector
boson

Figure 5.1: Parallel and perpendicular projection of the hadronic recoil with respect
to the transverse momentum of the vector boson.

It is very important to calibrate the hadronic recoil as precisely as possible for
the W -boson mass measurement, since the transverse mass is strongly correlated with
the parallel projection of the W -boson transverse momentum on the lepton transverse
momentum, as shown with Equation 1.57, and any bias in the u‖ distribution will
introduce a bias in the transverse mass measurement. In order to measure the W -
mass with an uncertainty of about 10 MeV, coming only from the hadronic recoil mT

measurement, the hadronic recoil has to be measured with a precision of about half of
a percent.

For the W -boson mass measurement presented in this thesis the calibration of the
hadronic recoil is performed using the Z → µµ events. The method of using the Z → ``
events to model the hadronic recoil in the W → `ν events (` = e, µ) was first used by
the D0 collaboration [200]. The advantages of using the Z-boson events for the hadronic
recoil calibration are coming from very low background contamination and from similar
production and decay kinematics as the W -boson events. The Z-boson candidates used
for the calibration are selected with the same trigger as used for the W -boson selection,
described in Section 3.4, with exactly two reconstructed leptons with opposite charge
with p`T > 25GeV and invariant mass 66GeV < m`` < 166GeV. The calibration
procedure is performed into two steps. First, the recoil resolution missmodeling is
addressed by correcting the modeling of the event activity in the MC simulation. Then,
the residual differences in the recoil response and resolution are corrected. The second
step is particularly important, since the corrections are derived using the Z-boson
events and then transferred to the W -boson events, where the possible difference in
the recoil resolution coming from two and one removed charged leptons, for the Z-
and W -boson events respectively, is accounted as a systematics uncertainty. The full
procedure for hadronic recoil calibration is described in Section 5.5.

140



Chapter 5. Performance of the Hadronic Recoil Reconstruction

5.2 cluster based hadronic recoil

As a basic concept defined with Equation 3.4, the hadronic recoil is computed as the
vector sum of all energy deposited in the calorimeters, i.e. as a sum of the energies
reconstructed in topo-clusters defined in Section 3.4. Each topo-cluster is defined with
its polar and azimuth coordinate, ηtopo and ϕtopo, and transverse energy Etopo

T . If
the hadronic recoil is calculated from all topo-clusters in the calorimeters, then the
transverse energy of electrons and muon energy loss in the calorimeters is calculated
twice in Equation 3.5. This double counting creates a bias in the measurement of Emiss

T .
The double counting problem is solved by excluding the topo-clusters in the cone of
size ∆R around the lepton [201]. The cone size is defined as:

∆R =
√

(ηtopo − η`)2 + (ϕtopo − ϕ`)2, (5.5)

where η` and ϕ` are the lepton angles. The performance of Emiss
T has been studied

with different cone sizes in [201]. For a cone size of ∆R = 0.05 the double counting
problem is still present, while for cones of sizes above 0.1 the leptons are completely
excluded, but the Emiss

T resolution degrades when more information is removed from the
recoil measurement. In general, there are deposits in the calorimeter near the lepton
which are unrelated to the lepton, like the ISR of quarks and gluons the underlaying
event effects described in Section 1.3.1. Thus, the degradation with larger cone sizes
is present because the underlying event within the cone ∆R is removed together with
the lepton. The chosen cone size with the best performance is ∆R = 0.2.

In order to recover the recoil energy, the excluded clusters coming from the under-
lying event have to be compensated. The procedure is illustrated in Figure 5.2. For
each event, there are three components which can be identified as:

A	  
C	  

B	  

Decay	  Lepton	  

Figure 5.2: Definition of different zones for the calculation of the cluster-based
hadronic recoil.
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• zone A: all clusters in the calorimeter except the cone around the lepton, so called
raw recoil,

• zone B: the part of clusters in a cone around the lepton, so called removed cone,

• zone C: clusters in a cone of the same size as the removed cone, taken from a
similar detector region, but far from the lepton, so called the replacement cone.

The replacement cone is defined for each event at the same pseudorapidity region as the
removed lepton ηcone = η` since the lepton energy is η dependent, but randomly chosen
in azimuth so that it does not overlap with the removed cone ∆ϕ(`, recoil) > π/3 and
to be far from the direction of the raw recoil ∆ϕ(raw recoil, recoil) > 0.6. Therefore,
the hadronic recoil is calculated as a sum of clusters in zone A and zone C rotated
to the position of the zone B. For events with non isolated leptons, this recoil energy
correction has poor performance since it replaces a region around the lepton, which
contains a lot of calorimeter activity, with a region from the detector specifically picked
to have no hard calorimeter activity. Moreover, the isolation of electrons is based on
ID and calorimeter based variables, while the isolation of muons is defined from ID
only, as explained in Section 3.4.

In summary, the cluster-based hadronic recoil measurements involves three steps:

1. vector sum of the ET of all topo-clusters deposited in the calorimeters;
2. remove the clusters in a ∆R = 0.2 cone around the lepton to avoid the double

counting problem;
3. compensate the underlying event excluded in the cone to correct the recoil energy.

The recoil energy correction is needed because the recoil behaviour in Z- and W -boson
events has to be similar, and the number of exclusion cones which is equal to the
number of leptons in the final states is different for these events.

5.3 other definitions of the hadronic recoil recon-
struction

In order to test the performance of the hadronic recoil, and its sensitivity to different
pile-up conditions various definitions of the hadronic recoil are studied. In this section
three more definitions of the hadronic recoil will be described: track based, improved
track based and calculated from the standard definition of Emiss

T in the ATLAS experi-
ment defined in Section 3.4. The performance of the different hadronic recoil definitions
is studied in MC only.

The track based hadronic recoil is calculated from the vector sum of transverse
momenta of the selected ID tracks. The track reconstruction is given in Section 3.4.
The tracks satisfy following requirements: pT > 500 MeV, |η| < 2.5, |d0| < 1.5 mm,
|z0 sin θ| < 1.5 mm, where θ is the polar angle of the track. The ID tracks are selected
with at least one pixel hit and at least six SCT hits, while the requirement on the
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track pT ensures selection of tracks which extend through to the outer layers of the
ID. Furthermore, the reconstruction of very low pT tracks is difficult due to their large
curvature and high degree of multiple scattering within the detector. The requirements
on the number of hits in the pixel and SCT ensures good calculation of the track
momentum from the reconstruction algorithms. These track requirements are needed
in order to select primary tracks that can be associated to the production vertex of
the vector boson. The tracks from the leptons and pile-up vertices are not considered
in the calculation. Thus, only a small dependence on the number of reconstructed
vertices is expected. The track based hadronic recoil neglects contributions from all
tracks outside the acceptance |η| < 2.5 and all neutral particles, which degrades the
resolution of the hadronic recoil.

The improved cluster based hadronic recoil algorithm combines the advantages of
the cluster based and track based algorithm, i.e. the track-cluster hadronic recoil. This
definition excludes the contribution from topo-clusters which are not associated to the
vector boson production vertex. As for the track based case, the primary tracks must
satisfy: pT > 500 MeV, |η| < 2.5, |d0| < 1.5 mm, |z0 sin θ| < 1.5 mm, where θ is the
polar angle of the track, with at least one pixel hit and at least six SCT hits. All other
tracks are defined as secondary tracks. The track-cluster hadronic recoil is based on
track and cluster association method which consists from three steps:

1. each track is extrapolated to the second layer of the calorimeter, where the seed
of the cluster is usually formed,

2. a cone ∆R(track, cluster) for the extrapolated track and the reconstructed cluster
position is defined,

3. a track is associated to a cluster if ∆R(track, cluster) < 0.15, this threshold has
been optimised with MC studies.

Then, the clusters are categorised in three categories: clusters that have only associated
primary tracks, clusters that have no associated tracks and clusters that have at least
one associated, secondary track. The track-cluster based hadronic recoil is restricted
only to clusters that do not have associated secondary track. In this way, beside the
clusters with associated primary tracks, clusters that have no associated tracks are
taken into account, which solves the main problem with track based algorithm. The
track-cluster hadronic recoil follows the same exclusion of the replacement cone as
described in Section 5.2.

The hadronic recoil is defined from the standard definition of the missing trans-
verse energy in the ATLAS experiment, as described in Section 3.4. Thus, instead of
calculating hadronic recoil directly from the hadronic activity, it is calculated from the
missing transverse energy and lepton transverse momentum as:

~uT = − ~Emiss
T −

∑
p`T, (5.6)

where ` = e, µ. This definition of hadronic recoil, denoted as METRefFinal hadronic
recoil is defined only for comparison with other hadronic recoil definitions.

The performance of these four realisations of hadronic recoil is compared using
Z → µµ MC events. The dependence of u‖−p``T as a function of p``T for four definitions
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is shown in Figure 5.3. The track based algorithm shows the largest bias, followed by
the track-cluster based algorithm. The best performance is shown by the METRefFinal
method, closely followed by the cluster-based method. The resolution dependence of
u‖ − p``T and u⊥ on the number of reconstructed collision vertices (Nvtx) is shown in
Figure 5.4. While the METRefFinal approach and the cluster based method show a
similar performance, the resolution of the track-cluster based method shows a signi-
ficantly weaker dependence. Only a relatively small dependence can be observed for
the track-based method. It should be noted, that the resolution of u‖ − p``T and u⊥ is
similar for all methods expect the track based approach, which shows a significantly
better resolution for u⊥.
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Figure 5.3: Comparison of the Z → µµ MC predictions for several different
hadronic recoil methods. The dependence of the mean value of u‖ − p``T as a function

on the dilepton transverse momentum is shown.
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Figure 5.4: Comparison of the Z → µµ MC predictions for several different
hadronic recoil methods. The dependence of the resolution of the (a) parallel
σ(u‖ + p``T) and (b) perpendicular σ(u⊥) hadronic recoil on the number of

reconstructed primary vertices is shown.

In summary, the purely track-based algorithm has a too poor sensitivity on the vec-
tor boson transverse momentum, as shown in Figure 5.3. The METRefFinal approach
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leads to the worse recoil resolution from all recoil definitions, with a significantly weaker
dependence of u‖−p``T as a function of p``T , and the associated calibration would be very
complex and leads to several correlated effects during a W -boson mass fit which are
difficult to disentangle. Hence, the focus is only on the simple cluster based approach
and the combined track-cluster based approach.

The optimal resolution of the perpendicular component of the hadronic recoil can
be achieved by rescaling the parallel and the perpendicular component by an arbitrary
factor α, the rescaling is defined as:

u′⊥ = α · u⊥, u′‖ = α · u‖. (5.7)

In this way, the rescaled hadronic recoil projections will have an improved resolution,
but with no real gain on a the measurement. Furthermore, this rescaling would degrade
the sensitivity of the parallel component of the hadronic recoil on the vector boson pT.
Since the bias for different definitions of the hadronic recoil is not the same, as seen in
Figure 5.3, in order to have a fair comparison of the cluster and truck-cluster methods,
it was chosen to rescale the measured u′⊥ and u‖ such, that they show the same bias
for both methods. Figure 5.5 shows a good agreement of the bias for both methods
versus p``T when choosing a scaling factor of α ≈ 1.2. Significant differences for the
resulting bias dependence on ΣET is seen. This is expected, as the ΣET was not
rescaled accordingly.
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Figure 5.5: Comparison of the Z → µµ MC predictions for cluster based hadronic
recoil algorithm and the corrected track-cluster based hadronic recoil algorithm. The
dependence of the bias of u‖ − p``T on (a) the dilepton transverse momentum and (b)

the ΣET of the event is shown.

The resulting resolutions for the rescaled observables u′‖ − p``T and u⊥ are shown
in Figure 5.6. Before the rescaled, the resolution of the track-cluster based method
was better for Nvtx > 5, while now the break-even point increased to Nvtx ≈ 11. The
average number of reconstructed collision vertices is < Nvtx >≈ 5 for the LHC run
in 2011. Hence the simple cluster based hadronic recoil calculation shows the best
performance and will be used in the W -boson mass measurement. It should be noted,
for the 2012 dataset, < Nvtx >≈ 15, due to the increase of pile-up events.
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Figure 5.6: Comparison of the Z → µµ MC predictions for cluster based hadronic
recoil algorithm and the corrected track-cluster based hadronic recoil algorithm. The
dependence of the resolution of (a) the parallel and (b) perpendicular hadronic recoil

on the number of reconstructed primary vertices is shown.

Since there is a higher sensitivity of the METRefFinal algorithm on the vector
boson transverse momentum compared to the cluster based algorithm, a correction
factor α from Equation 5.7 is applied, so that the sensitivity of both algorithm agrees.
It was found, that a value of α ≈ 0.9 applied on the METRefFinal observables, leads
to a comparable sensitivity, as shown in Figure 5.7. A relatively good agreement can
be observed.
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Figure 5.7: Comparison of the Z → µµ MC predictions for cluster based hadronic
recoil algorithm and the scaled METRefFinal algorithm. The dependence of the bias
of u‖ − p``T on (a) the dilepton transverse momentum and (b) the ΣET of the event is

shown.

The resulting comparison of the resolutions are shown in Figure 5.8. A slight im-
provement of the resolution of the scaled METRefFinal algorithm is observed, however,
at the cost of a reduced sensitivity on the vector boson transverse momentum. This is
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expected as the scaling factor α had to be chosen to be < 1.
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Figure 5.8: Comparison of the Z → µµ MC predictions for cluster based hadronic
recoil algorithm and the scaled METRefFinal algorithm. The dependence of the

resolution of (a) the parallel and (b) perpendicular hadronic recoil on the number of
reconstructed primary vertices is shown.

5.4 initial performance of the hadronic recoil

For the W -boson mass measurement, the cluster based hadronic recoil is used. In this
section comparison between the data and MC for Z-boson events and cluster based
hadronic recoil after the pile-up corrections is shown. The pile-up is modeled with
Pythia 8 A2 tune, as described in Section 3.2. In order to reproduce the distribution
of the average number of interactions per bunch crossing (< µ >) observed in data, the
events in MC need to be reweighted [202]. However, this reweighting corrects only the
in-time pile-up, and the out-of-time pile-up remains uncorrected, which is represented
with a disagreement in the number of primary vertices (Nvxt) between data and MC.
In order to correct the out-of-time pile-up, the < µ > distribution has to be rescaled.

The distribution of mean number of interactions per bunch crossing, number of
primary vertices and the scalar sum of transverse energies of all clusters are shown in
Figure 5.9 for the Z-boson events in data and MC after pile-up corrections but without
any rescaling of the < µ > distribution. Since only the in-time pile-up is corrected,
there is a significant discrepancy between data and MC for Nvxt distribution, which is
also reflected the ΣET and ΣET − u distribution.

The hadronic recoil distribution, as well as its parallel and perpendicular projections
with respect to the dilepton transverse momentum p``T in data and MC for Z-boson
events are shown in Figure 5.10. As MC does not describe the data, corrections for the
hadronic recoil are needed.
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Figure 5.9: (a) Mean number of interactions per bunch crossing, (b) number of
vertices, (c) ΣET distribution and (d) ΣET − u distribution in data (points) and MC

(solid line) in Z → µµ events after pile-up reweighting and without rescaling the
< µ > distribution.

5.5 calibration of the hadronic recoil

The calibration procedure of the hadronic recoil consists of two steps. First, the dom-
inant part of the recoil resolution mismodeling is addressed by correcting the modelling
of the overall event activity in the simulation. These corrections are derived separately
in the Z- and W -boson events. Second, the corrections for residual differences in the
recoil response and resolution are derived using Z-boson events in data, and transferred
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Figure 5.10: Hadronic recoil distribution in data (points) and MC (solid line) in
Z → µµ events: (a) parallel projection of the hadronic recoil on the dilepton

transverse momentum, (b) parallel projection of the hadronic recoil plus the dilepton
transverse momentum, (c) perpendicular projection of the hadronic recoil on the
dilepton transverse momentum, (d) hadronic recoil distribution. Distributions are

obtained after the pile-up reweighting and without rescaling the < µ > distribution.

to the W -boson events. The event activity corrections consist of the rescaling of the
< µ > distribution and correcting the ΣET−u distribution, while the residual response
corrections contain the calibration of the ϕ distribution of the hadronic recoil and an
additional correction for the mean and resolution of the hadronic recoil distribution
based on the parameter extraction from mean and width comparisons.
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5.5.1 Pile-up modeling

The pile-up has significant effect on the reconstruction of Emiss
T and ΣET. In order to

account for mismodeling of vertex multiplicity in data and MC, as observed in Figure
5.9, a scale factor on < µ > should be applied. Then the MC will be able to reproduce
the average activity of the event in a sence that each event in MC with a certain < µ >
will have a number of primary vertices comparable to the one in data with a scaled
< µ >≈ ScaleFactor× < µ >. The scale factor for Pythia 8 tune is 1.11± 0.03 [203].
This scale factor is calculated by comparing the ratio between the visible cross section
with the total inelastic cross section for data and simulation. Also, the final scale factor
is corrected to match the visible cross section within the ATLAS ID acceptance. The
uncertainty is calculated from the quadrature sum of the uncertainties in the cross
section measurements, and an uncertainty in the extrapolation from 7 to 8 TeV and to
the ID acceptance [203].

In order to check the value of scaling factor for the mW measurement, the scaling
factor was obtained by scanning its impact on the data to MC agreement in the ΣET,
ΣET − u, u‖, u‖ + p``T , u⊥ and uT distribution in Z-boson events. The results of these
scans are shown in Figure 5.11. As one can observe ΣET, u‖+pZT, and u⊥ distributions
(sensitive to resolution) prefer lower value of the < µ > scale factor. On the other hand
u‖ and u distributions (sensitive to the boson pT) prefer higher value of the scale factor.
The idea of scanning is to optimise the scale factor for the hadronic recoil observables.

Finally, the value 1.10+0.04
−0.03 is adopted, mainly to match u and u‖ distributions and

to cover the uncertainty from the visible cross section measurement and preferred value
for u⊥ and ΣET − u distribution. The < µ > distribution in data is continuous, while
in MC is discrete, therefore the rescaling of < µ > is done on data, simply by dividing
the distribution < µ > /1.1.

The mean number of interactions per bunch crossing and number of vertices after
reweighting and rescaling by 1.10 are shown in Figure 5.12. The overall agreement
between data and MC is good, especially the vertex multiplicity is in much better
agreement after rescaling. The pile-up is also affecting the distribution of the scalar
sum of transverse energy in the calorimeter (ΣET and ΣET−u), which are still showing
residual disagreement between data and MC after rescaling the < µ > distribution.

After the rescaling, a significant difference is still present for the ΣET and ΣET−u
distribution in MC and data, although the peaks of the distributions are more aligned.
The hadronic recoil distributions in data and MC projected on the reconstructed trans-
verse momentum of the dilepton system are shown in Figure 5.13, where the data to
MC agreement is much better.
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Figure 5.11: The results of the scanning the < µ > scale factor on agreement
between data and MC in Z → µµ events. The scans are performed for the following

distributions: (a) ΣET, (b) ΣET−u, (c) u‖, (d) u‖+ p``T , (e) u⊥ and (f) u distribution.
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Figure 5.12: (a) Mean number of interactions per bunch crossing, (b) number of
vertices, (c) ΣET distribution and (d) ΣET − u distribution in data (points) and MC

(solid line) in Z → µµ events after pile-up reweighting and rescaling the < µ >
distribution by 1.1.

5.5.2 Event activity correction

The residual data to MC differences for ΣET − u distribution are responsible for the
most of the remaining recoil resolution mismodeling. The ΣET − u distribution in
MC is corrected by means of the Smirnov transform. This transformation is extracted
from the Smirnov inverse probability integral transform [204]. It goes beyond a simple
Gaussian smearing correction and can in principle transform one histogram to another,
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Figure 5.13: Hadronic recoil distribution in data (points) and MC (solid line) in
Z → µµ events: (a) parallel projection of the hadronic recoil on the dilepton

transverse momentum, (b) parallel projection of the hadronic recoil plus the dilepton
transverse momentum, (c) perpendicular projection of the hadronic recoil on the
dilepton transverse momentum, (d) hadronic recoil distribution. Distributions are
obtained after the pile-up reweighting and rescaling the < µ > distribution by 1.1.

barring issues with numerical stability, empty bins and low statistics. This transforma-
tion was used in shower shape analysis of unconverted photons [205]. If a given variable
x is distributed according to the probability distribution function hdata(x) in data, and
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according to hMC(x) in MC, the respective cumulative distribution functions are:

Hdata(x) =

∫ x

−∞
hdata(t) dt;

HMC(x) =

∫ x

−∞
hMC(t) dt. (5.8)

The Smirnov transform function is mapping, in MC, the ΣET − u variable to a
transformed variable (ΣET − u)tr, that is by construction distributed as ΣET − u in
data. It is defined as:

(ΣET − u)tr = H−1
data[HMC(ΣET − u)], (5.9)

and the distribution h′ of this variable satisfies

h′MC((ΣET − u)tr) ≡ hdata(ΣET − u). (5.10)

Figure 5.14 shows an example of this procedure for ΣET − u. The result of the trans-
formation, for ΣET − u distribution is shown in Figure 5.15.
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Figure 5.14: An example of the Smirnov transform procedure for ΣET − u
distribution for the bin 10 < p``T < 20 GeV in Z → µµ events.
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Figure 5.15: ΣET − u distribution in data and MC in Z → µµ events before and
after the transformation as described in the text, where MC T in the legend denotes

the transformed ΣET − u distribution. The Smirnov transform is defined (a)
inclusively in p``T and (b) in bins of p``T .

The Smirnov transform can be defined inclusively or in bins of boson pT. In Z-
boson events, the ΣET − u data to MC discrepancy is observed to depend on the pT

of the boson, and incorporating this dependence results in better performance of the
correction, as shown in Figure 5.16, where the distributions are shown after the full
procedure for the recoil corrections.

The pT-independent Smirnov transform can be defined directly on W -boson events,
comparing data and MC:

hWMC(ΣET − u) → h′WMC((ΣET − u)tr) ≡ hWdata(ΣET − u), (5.11)

but a pT-dependent Smirnov transform on W -boson events has to be defined indirectly
from Z-boson events, since the boson pT is measured with poor resolution in the W -
boson events. For this purpose the following approximation is used:

h̃Wdata(ΣET − u; pT) ≡ hZdata(ΣET − u; pT)×
hW
data(ΣET−u)

hW
MC(ΣET−u)

hZ
data(ΣET−u)

hZ
MC(ΣET−u)

, (5.12)

where the double ratio accounts for the overall data/MC difference between Z- and W -
boson events, but assumes the pT dependence of the discrepancy follows the behaviour
seen in Z-boson events. The pT-dependent transform is defined as:

hWMC(ΣET − u; pT) → h′WMC((ΣET − u)tr; pT) ≡ h̃Wdata(ΣET − u; pT). (5.13)
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Figure 5.16: The impact of the pT-dependence of the Smirnov transform on the
hadronic recoil corrections. The hadronic recoil distribution in data (black points)
and MC in Z → µµ events after recoil corrections with Smirnov transform defined

inclusively in pT (blue points) and in pT bins (red points). (a) Parallel projection of
the hadronic recoil on the dilepton transverse momentum, (b) parallel projection of

the hadronic recoil plus the dilepton transverse momentum, (c) perpendicular
projection of the hadronic recoil on the dilepton transverse momentum, (d) hadronic

recoil distribution.

5.5.3 Azimuthal corrections

The hadronic recoil vector is expected to have no preferred ϕ direction. However,
the non-uniformity of the calorimeter, with the places where the density is lower or
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higher then the average, will cause the observed missmodelng of the ϕ distribution of
the hadronic recoil. The movement of the beam position, i.e. any an offset from the
detector centre is resulting that some clusters which are closer to the interaction point
have a larger averaged measured energy, also affects the ϕ distribution. Figure 5.17
shows x and y component of the hadronic recoil, as well as ϕ distribution marked in
blue.

This missmodeling of the ϕ(u) distribution can be corrected by shifting the mean
of uX and uY distributions. The corrections are obtained by studying the slopes of
the mean of uX and uY distributions as a function of ΣET − u and the azimuth of the
dimuon system ϕµµ in the Z → µµ events which is illustrated in Figure 5.18, marked
in blue.

The corrections are applied to the uX and uY distributions in MC according to data
to MC difference shown in Figure 5.18 (a) and (b) with blue points as a function of
ΣET − u:

u′X = uX + (< uX >data − < uX >MC);

u′Y = uY + (< uY >data − < uY >MC). (5.14)

The effect of these corrections in the Z → µµ events is illustrated in Figure 5.17
for x and y component of the hadronic recoil, as well as ϕ distribution, Figure 5.18
for the mean of uX and uY as a function of ΣET − u and the azimuth of the dimuon
system ϕµµ, and Figure 5.19 for the hadronic recoil distribution as well as its parallel
and perpendicular projection with respect to the dilepton transverse momentum.

5.5.4 Residual recoil corrections

After previously described corrections: the rescaling the < µ > distribution by 1.1, the
transform of the ΣET − u distribution and the correction of the ϕ(u) missmodeling,
there are still differences between data and MC for hadronic recoil in Z-boson events,
as illustrated in Figure 5.19. The recoil distributions as well as their projections are not
affected by the Smirnov transform of the ΣET−u distribution. The mean and width of
u⊥ and u‖+p``T as a function of ΣET−u are shown in Figure 5.20 respectively. In order
to correct for the remaining differences between simulation and data, an additional
correction to the hadronic recoil is nedded.

The mean and the width of the projection of hadronic recoil with respect to boson
pT are corrected in bins of boson pT and ΣET−u. The dependence of ΣET and ΣET−u
as a function of pT is shown in Figure 5.21. Since the boson pT and ΣET are correlated,
it is better to derive the corrections as a function of ΣET − u. Corrections are derived
from Z → µµ events. By using correction factors that depend explicitly on boson pT
and ΣET − u, all remaining differences between Z- and W -boson events are taken into
account and therefore the derived residual correction factors can be applied directly on
simulated W -boson events. Remaining differences between data and MC for uT and
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Figure 5.17: Hadronic recoil distribution in data (black points), MC (blue points)
and corrected MC (red points) in Z → µµ events: (a) x-component of the hadronic

recoil, (b) y-component of the hadronic recoil, (c) ϕ distribution of the hadronic
recoil. Distributions are obtained after the pile-up reweighting, rescaling the < µ >

distribution by 1.1 and applying the uX and uY correction.

ΣET−u in W -boson events can be corrected independently from the residual hadronic
recoil corrections. This correction is applied on MC to the mean and width of parallel
and perpendicular projection of the hadronic recoil with respect to true boson pT, in
this way the correction is universal.

The correction procedure is schematically shown in Figure 5.22 (a). The first step
is to define different resolution curves as a functions of ΣET − u and pT (Figure 5.22
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Figure 5.18: Mean of uX and uY distributions in data (black points), MC (blue
points) and corrected MC (red points) in Z → µµ events: (a) and (b) as a function of
ΣET − u, (c) and (d) as a function of ϕ of the di-muon system. Distributions are
obtained after the pile-up reweighting, rescaling the < µ > distribution by 1.1 and

applying the uX and uY correction.

(a) is showing only as a function of ΣET − u) for data, MC and (ΣET − u)tr in MC.
One part of the difference in resolution between data and MC comes from mismodeling
of the ΣET − u distribution, this is accounted for with the transform, step from (1)
to (2) in Figure 5.22 (a). Therefore, the correction for the resolution is defined from
the difference in resolution between data and MC evaluated at (ΣET−u)tr, for a given
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Figure 5.19: Hadronic recoil distribution in data (points) and MC (solid line) in
Z → µµ events: (a) parallel projection of the hadronic recoil on the dilepton

transverse momentum, (b) sum of parallel projection of the hadronic recoil and the
dilepton transverse momentum, (c) perpendicular projection of the hadronic recoil on
the dilepton transverse momentum, (d) hadronic recoil distribution. Distributions are

obtained after the pile-up reweighting, rescaling the < µ > distribution by 1.1 and
applying the uX and uY correction.

ΣET − u value, the difference between (2) and (3) in Figure 5.22 (a):

r =
(3)

(2)
=
σdata
u⊥

((ΣET − u)tr)

σ′MC
u⊥

((ΣET − u)tr)
, σ′MC

u⊥
((ΣET − u)tr) ≡ σMC

u⊥
(ΣET − u). (5.15)

This procedure accounts both for possible data to MC differences in the resolution
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Figure 5.20: (a) Mean and (b) width of u⊥, (c) mean and (d) width of u‖ + p``T of
the hadronic recoil projections distributions as a function of ΣET − u in data and MC
for Z → µµ events, the blue points are representing function of ΣET − u, while red

points as a function of transformed ΣET − u.

curves as a function of ΣET − u, and for differences in the ΣET − u distribution itself.

The correction for the mean of the parallel projection of hadronic recoil with respect
to boson pT is defined in the same way, from the difference in mean for u‖+ p``T in data
and transformed MC. This method allows the mean and resolution to be evaluated at
the same value of ΣET − u. It is possible to use a different approach for this method,
instead of calculating additional resolution curve, to calculate the difference between
data and MC but for two different values of ΣET − u and transformed ΣET − u,

161



Chapter 5. Performance of the Hadronic Recoil Reconstruction

 [GeV]
T

p

0 10 20 30 40 50 60 70 80 90 100

-u
>

 [G
eV

]
T

 EΣ
>

 o
r 

<
T

 EΣ<

300

320

340

360

380

400

420

440  InternalATLAS

T EΣ

-uT EΣ

(a)

0

200

400

600

800

1000

1200

1400

1600

 [GeV]
T

p
0 5 10 15 20 25 30 35 40 45 50

 [G
eV

]
T

 EΣ

0

100

200

300

400

500

600

700

800

900

1000

(b)

0

200

400

600

800

1000

1200

1400

1600

 [GeV]
T

p
0 5 10 15 20 25 30 35 40 45 50

 -
 u

 [G
eV

]
T

 EΣ

0

100

200

300

400

500

600

700

800

900

1000

(c)

Figure 5.21: Correlation between ΣET and pZT and ΣET − u and pZT in Z → µµ
events. (a) Mean of ΣET and ΣET − u as a function of pZT. (b) Two dimensional plot
ΣET vs pZT, with the correlation coefficient of 0.8. (c) Two dimensional plot ΣET − u

vs pZT, with the correlation coefficient of 0.3.

as illustrated in Figure 5.22 (b). Step form (1) to (2) is the correction of the ΣET

discrepancy (i.e. transform), and from (2) to (3) is correction for the resolution for a
given value of ΣET . In this case correction for the resolution is defined as a difference
between (1) and (3):

r =
(3)

(1)
=
σDATA
u⊥

(ΣE
tr/V
T )

σMC
u⊥

(ΣET )

These two approaches are equivalent and give the same result. The only difference is
that with approach with three resolution curves corrections are defined at same value
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of ΣET , while for the approach with two resolution curves corrections are defined for
two different values of ΣET - original and transformed.
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Figure 5.22: Schematic view of the correction procedure: resolution of u⊥ as a
function of ΣET − u. There are (a) three and (b) two resolution curves: data in

dotted red (σdata), MC in solid black (σMC) and MC as a function of (ΣET − u)tr in
dotted black (σ′

MC). Step 1 → 2 represents the transformation of ΣET − u in MC;
step 2 → 3 is the actual resolution correction (difference in resolution between data

and MC for a given value of (ΣET − u)tr.

In order to derive correction factors for mean and resolution for parallel and per-
pendicular component of the hadronic recoil, mean and RMS of the corresponding
distributions are extracted from data and MC in bins of ΣET − u and pT. The par-
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allel component of the hadronic recoil is corrected for mean and resolution, while the
perpendicular component is corrected only for resolution. Parallel and perpendicular
component of the hadronic recoil (with respect to the boson pT) are corrected in MC
according to the equations:

u′‖ = b(pT, (ΣET − u)tr)+ < u‖ >data +(u‖− < u‖ >data) · r(pT, (ΣET − u)tr), (5.16)

u′⊥ = u⊥ · r(pT, (ΣET − u)tr), (5.17)

where correction for the mean is the difference in the means for u‖ + pT in data and
MC:

b =< u‖ + pT >
data − < u‖ + pT >

MC, (5.18)

and the resolution correction r(pT, (ΣET − u)tr) is the ratio of the u⊥ distributions
RMS in data and MC, as defined in Equation 5.15.

The correction for the resolution is derived from u⊥ and applied to both parallel
and perpendicular component of the hadronic recoil. The mean is only corrected for
the u‖ component of the recoil. The correction presented with previous equations is
applied event by event.

The resolution of u⊥ depends on the pile-up and therefore the < µ > distribution.
The resolution of u⊥ as a function of < µ > is illustrated in Figure 5.23. In order
to gain sensitivity, this correction procedure is defined in three < µ > bins, i.e. for
low pile-up for < µ >∈ (2.5, 6.5), medium for < µ >∈ (6.5, 9.5) and high pile-up for
< µ >∈ (9.5, 16.0), the sample approximately corresponds to 40%, 30% and 30% of the
events for the 3 < µ > bins respectevly. The correction values for these three < µ >
bins are shown in Figure 5.24.
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Figure 5.23: The RMS of u⊥ as a function of < µ > in Z → µµ events for data and
MC.
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Figure 5.24: Values of the parameters b (left) and r (right) for (a), (b) low, (c), (d)
medium and (e), (f) high pile-up in bins of ΣET − u and boson pT . Only statistical

uncertainty is shown.
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5.6 validation of the corrected hadronic recoil in Z-
and W -boson events

5.6.1 Validation with the Z-boson events

The effect of the described procedure for correction of the hadronic recoil is shown
in Figure 5.25 for the hadronic recoil distribution and its parallel and perpendicular
projection inclusively in < µ >. After corrections there is a very good agreement
between data and MC. The improvement can be quantified with the decreasing χ2/NDF
for each distribution which takes only statistical uncertainty into account. Mean of the
u‖+p

``
T and RMS of the u⊥ as a function of the dilepton transverse momentum p``T and

ΣET − u are shown in Figures 5.26 and 5.27, respectively, and there is much better
agreement between data and MC after the hadronic recoil corrections, the resolution
is modeled within less than 1%.

Since the hadronic recoil corrections are derived only from Z → µµ events, it
is very important to validate the corrections on the Z → ee events. The hadronic
recoil distribution and its parallel and perpendicular projection with respect to the
dilepton transverse momentum is shown in Figure 5.28 inclusively in < µ >. After the
corrections there is good agreement between data and MC, allowing the application of
the correction in both, electron and muon, channels.

An important quantity that can be calculated from the Z-boson events, to test
the goodness of the recoil correction to the W -boson events is the pseudo-transverse
mass. The Z-boson pseudo-transverse mass is defined with analogy to the W -boson
transverse mass defined with Equation 1.54 when treating one of the charged leptons
from the Z-boson decay as the neutrino and ignoring its transverse momentum when
defining the event kinematics. There are two pseudo-transverse masses, one calculated
with the positive and one with the negative lepton, as shown in Figure 5.29 in Z → µµ
and in Figure 5.30 in Z → ee events for inclusive < µ > distribution.
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Figure 5.25: Hadronic recoil distribution in data and MC before (blue points) and
after (red points) the hadronic recoil corrections in Z → µµ events inclusive in < µ >.

(a) Projection of the hadronic recoil to the parallel to the dilepton transverse
momentum. (b) Sum of parallel projection of the hadronic recoil to the dilepton

transverse momentum and the dilepton transverse momentum. (c) Projection of the
hadronic recoil to the perpendicular to the dilepton transverse momentum. (d)

Hadronic recoil distribution. The lower panels show the data to MC ratio, with the
error bars showing only the statistical uncertainty. The χ2/NDF does not account

the systematics uncertainties.
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Figure 5.26: Mean and RMS of the u‖ + p``T of the hadronic recoil projections
distributions as a function of p``T (a and b) and ΣET − u (c and d) in data and MC in
Z → µµ events before (blue) and after (red) the hadronic recoil correction. The lower

panels show the data to MC ratio, with the error bars showing only the statistical
uncertainty.

168



Chapter 5. Performance of the Hadronic Recoil Reconstruction

 [GeV]
T

p

0 5 10 15 20 25 30 35 40 45 50

  >
 [G

eV
]

<
 u

-0.05

0

0.05

0.1

0.15

0.2

0.25

0.3  InternalATLAS
Data
MC
MC corrected

0 5 10 15 20 25 30 35 40 45 50

D
at

a-
M

C
 [G

eV
]

-0.4
-0.2

0
0.2
0.4

(a)

 [GeV]
T

p

0 5 10 15 20 25 30 35 40 45 50

  )
 [G

eV
]

 (
 u

σ

13

13.2

13.4

13.6

13.8

14

 InternalATLAS
Data
MC
MC corrected

0 5 10 15 20 25 30 35 40 45 50

D
at

a/
M

C

0.96
0.98

1
1.02
1.04

(b)

 - u [GeV]T EΣ

0 100 200 300 400 500 600 700 800 900 1000

 >
 [G

eV
]

<
 u

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1
 InternalATLAS

Data
MC
MC corrected

0 100 200 300 400 500 600 700 800 9001000

D
at

a-
M

C
 [G

eV
]

-0.4
-0.2

0
0.2
0.4

(c)

 - u [GeV]T EΣ

0 100 200 300 400 500 600 700 800 900 1000

 )
 [G

eV
]

 (
 u

σ

6

8

10

12

14

16  InternalATLAS
Data
MC
MC corrected

0 100 200 300 400 500 600 700 800 9001000

D
at

a/
M

C

0.96
0.98

1
1.02
1.04

(d)

Figure 5.27: Mean and RMS of the u⊥ of the hadronic recoil projections
distributions as a function of p``T (a and b) and ΣET − u (c and d) in data and MC in
Z → µµ events before (blue) and after (red) the hadronic recoil correction. The lower

panels show the data to MC ratio, with the error bars showing only the statistical
uncertainty.
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Figure 5.28: Hadronic recoil distribution in data and MC before (blue) and after
(red) the hadronic recoil corrections in Z → ee events inclusive in < µ >. (a)

Projection of the hadronic recoil to the parallel to the dilepton transverse
momentum. (b) Sum of parallel projection of the hadronic recoil to the dilepton

transverse momentum and the dilepton transverse momentum. (c) Projection of the
hadronic recoil to the perpendicular to the dilepton transverse momentum. (d)

Hadronic recoil distribution. The lower panels show the data to MC ratio, with the
error bars showing only the statistical uncertainty. The χ2/NDF does not account

the systematics uncertainties.
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Figure 5.29: Pseudo-transverse mass when only (a) positive or (b) negative lepton
is taken into account in data and MC before (blue) and after (red) the hadronic recoil
corrections in Z → µµ events inclusively in < µ >. The lower panels show the data to
MC ratio, with the error bars showing only the statistical uncertainty. The χ2/NDF

does not account the systematics uncertainties.
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Figure 5.30: Pseudo-transverse mass when only (a) positive or (b) negative lepton
is taken into account in data and MC before (blue) and after (red) the hadronic recoil
corrections in Z → ee events inclusively in < µ >. The lower panels show the data to
MC ratio, with the error bars showing only the statistical uncertainty. The χ2/NDF

does not account the systematics uncertainties.
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5.6.2 Validation with the W -boson events

TheW → µν distributions for recoil, parallel and perpendicular projection with respect
to the lepton pT before the recoil corrections are shown in Figure 5.31.

The results after applying corrections derived with the Z-boson events, to the W -
boson events in the muon channel are shown in Figure 5.32. There is a discrepancy
between data and MC after application of these correction. One of the reasons for
this discrepancy is because the ΣET − u distribution itself is different between Z, W+

and W− boson events, as illustrated in Figure 5.42. Therefore the ΣET − u transform
derived only from the Z-boson events will not be fully correct when applied to the
W -boson events. There is approximately 20 GeV difference in mean and about 10 GeV
difference in RMS between ΣET − u in Z- and W -boson events. Furthermore, there
is a difference between W+ and W− boson events. Therefore, the hadronic recoil
corrections derived with the transformation of ΣET − u from the Z-boson events does
not give good results when applied to the W -boson events.

When applying the correction procedure to the W -boson events, a new ΣET − u
transformation is defined, one for W+ and one for W−, after the final selection. After
the transformation, the ΣET − u distribution in data and MC agree by construction.

After defining the new transformation for W+ and W− boson events, the calibration
procedure is repeated, and a new corrections to the mean and resolution are derived.
The correction parameters for the mean and resolution of the parallel and perpendicular
component of the hadronic recoil are extracted from Z-boson events, while from the W -
boson events only the definition of Smirnov transform for ΣET−u is taken. Now, there
are two different corrections, one for W+ and one for W− boson events. The result
of applying this correction on W -boson events in muon channel is shown in Figure
5.33 with the hadronic recoil distribution and its parallel and perpendicular projection
with respect to the lepton p`T inclusively in < µ >. These distributions are shown for
illustration of the effect from the hadronic recoil corrections and the W -boson mass is
unknown at this stage, the application of other corrections and background processes
is described in Chapter 6. There is a very good agreement between data and MC after
this corrections. When comparing the effects of defining the Smirnov transform directly
on W -boson events with the correction based on Smirnov transform on Z-boson events,
there is much better agreement between data and MC for W+ and W−, while for W±

combined there is no significant difference.

The result of application this correction on W → eν events is shown in Figure 5.34
with the hadronic recoil distribution, its parallel and perpendicular projection with
respect to the lepton p`T inclusively in < µ >. There is very good agreement between
data and MC after this corrections.
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Figure 5.31: Hadronic recoil distribution in (a) W±, (b) W+ and (c) W−, parallel
component of the hadronic recoil distribution with respect to lepton p`T in (d) W±,

(e) W+ and (f) W− and perpendicular component of the hadronic recoil distribution
with respect to lepton p`T in (g) W±, (h) W+ and (i) W− before recoil corrections for
the muon channel. The lower panels show the data to MC ratio, with the error bars

showing only the statistical uncertainty. The χ2/NDF does not account the
systematics uncertainties.
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Figure 5.32: Hadronic recoil distribution in (a) W±, (b) W+ and (c) W−, parallel
component of the hadronic recoil distribution with respect to lepton p`T in (d) W±,

(e) W+ and (f) W− and perpendicular component of the hadronic recoil distribution
with respect to lepton p`T in (g) W±, (h) W+ and (i) W− after recoil corrections

derived only from Z-boson events for the muon channel. The lower panels show the
data to MC ratio, with the error bars showing only the statistical uncertainty. The

χ2/NDF does not account the systematics uncertainties.
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Figure 5.33: Hadronic recoil distribution in (a) W±, (b) W+ and (c) W−, parallel
component of the hadronic recoil distribution with respect to lepton p`T in (d) W±,

(e) W+ and (f) W− and perpendicular component of the hadronic recoil distribution
with respect to lepton p`T in (g) W±, (h) W+ and (i) W− after the recoil corrections
for the muon channel. The lower panels show the data to MC ratio, with the error
bars showing only the statistical uncertainty. The χ2/NDF does not account the

systematics uncertainties.
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Figure 5.34: Hadronic recoil distribution in (a) W±, (b) W+ and (c) W−, parallel
component of the hadronic recoil distribution with respect to lepton p`T in (d) W±,

(e) W+ and (f) W− and perpendicular component of the hadronic recoil distribution
with respect to lepton p`T in (g) W±, (h) W+ and (i) W− after the recoil corrections
for the electron channel. The lower panels show the data to MC ratio, with the error

bars showing only the statistical uncertainty. The χ2/NDF does not account the
systematics uncertainties.
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5.6.3 Closure test of the hadronic recoil correction procedure

A closure test on the full hadronic recoil correction procedure was performed using
the PowhegPythia as nominal MC-Sample, while a PowhegHerwig was used as
pseudo-data. Both processes, W - and Z-bosons, have been simulated at NLO but with
a different parton-shower and underlying event model. While the PowhegPythia
sample was tuned to data, the PowhegHerwig was not tuned. The list of samples
used is summarised in Table 3.2. Figure 5.35 shows the difference between the two
Z-boson samples for the p``T and ΣET distributions. Figure 5.36 shows several hadronic
recoil distributions for both samples; while the difference for most distributions could
be explained by the difference in the pZT modeling, the difference in the u⊥ distribution
indicates that there are also differences in the hadronic recoil reconstruction resolu-
tion itself. The dependence of the < ΣET > and the perpendicular hadronic recoil
resolution, σ(u⊥), vs. the dimuon pT are shown in Figure 5.37.
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Figure 5.35: Comparison of the (a) p``T and (b)
∑
ET distributions in Z → µµ

events predicted by PowhegHerwig and PowhegPythia before any correction
procedure. The lower panels show the PowhegHerwig to PowhegPythia ratio,
with the error bars showing only the statistical uncertainty. The χ2/NDF does not

account the systematics uncertainties.

The observed differences between the nominal MC sample and the PowhegHer-
wig sample are significantly larger than what is seen between PowhegPythia and
data. We therefore consider the PowhegHerwig as a conservative test-sample for a
closure test of the hadronic recoil correction.

The following correction steps are applied on the nominal PowhegPythia MC
samples and compared afterwards to the predicted PowhegHerwig distributions:
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Figure 5.36: Comparison of the (a) u, (b) u||, (c) u|| + pT and (d) u⊥ distributions
in Z → µµ events, predicted by PowhegHerwig and PowhegPythia before any

correction procedure. The lower panels show the PowhegHerwig to
PowhegPythia ratio, with the error bars showing only the statistical uncertainty.

The χ2/NDF does not account the systematics uncertainties.

• Reweighting of the truth p
Z/W
T distribution in bins of y, of sizes 0.1, for Z, W+

andW− boson events. It should be noted, that this reweighing corresponds to the
tuning of the baseline MC to data and isolates the effect of the recoil corrections
in order to test the closure. It was tested in addition, that the double ratio of pT
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Figure 5.37: Comparison of the (a) < ΣET > and (b) σ(u⊥) dependence on p``T in
Z → µµ events predicted by PowhegHerwig and PowhegPythia before any

correction procedure. The lower panels show the PowhegHerwig to
PowhegPythia ratio, with the error bars showing only the statistical uncertainty.

distributions for W and Z bosons on MC truth level of both generators, i.e.

pPythiaT (Z)/pHerwig
T (Z)

pPythiaT (W )/pHerwig
T (W )

= 1, (5.19)

within the statistical uncertainties. This implies that the reweighting can also be
solely derived via the Z boson sample.

• Derivation of the hadronic recoil corrections treating Herwig as data and Pythia
as MC:

- Pile-up reweighting; but, the pile-up is already the same for both MC
samples.

- Definition of the Smirnov transform for ΣET − u in pT bins for Z, W+ and
W− boson events.

- Correction of the ux and uy distributions, which does not apply for the
comparison between two MC samples.

- Derivation of the residual bias and resolution corrections as a function of
ΣET − u in pT.

The resulting, corrected PowhegPythia-distributions (u, u||, u|| + pT, u⊥) for the
Z- and W -boson events are shown in Figure 5.38 and 5.39, respectively, in comparison
to the corresponding PowhegHerwig distributions. The u|| and u⊥ distributions
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Figure 5.38: Comparison of the (a) u, (b) u||, (c) u|| + pT and (d) u⊥ distributions
in Z → µµ events, predicted by PowhegHerwig and PowhegPythia after the

full correction procedure. The lower panels show the PowhegHerwig to
PowhegPythia ratio, with the error bars showing only the statistical uncertainty.

The χ2/NDF does not account the systematics uncertainties.

are shown here again for the projection in the truth boson kinematics. A very good
agreement can be seen, validating the developed correction procedure.

In order to increase the statistical precision and to stress-test the correction pro-
cedure even further, we remove the selection cuts on Emiss

T and mT, but apply the
full derived corrections. The resulting comparisons between the corrected Powheg-
Pythia distributions and the PowhegHerwig predictions are shown in Figure 5.40.
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Figure 5.39: Comparison of the (a) u, (b) u||, (c) u|| + pT and (d) u⊥ distributions
in W± boson events, predicted by PowhegHerwig and PowhegPythia after the

full correction procedure. The lower panels show the PowhegHerwig to
PowhegPythia ratio, with the error bars showing only the statistical uncertainty.

The χ2/NDF does not account the systematics uncertainties.

Also here, a perfect closure can be seen.

Figure 5.41 shows the comparison of the u|| distribution for the nominal W boson
selection and the loose W boson selection between the corrected PowhegPythia
distributions and the PowhegHerwig predictions, where the hadronic recoil was
projected on one decay lepton. Of special importance is the u|| distribution (projected
on leptons) for W-boson events between -30 and -15 GeV, as it is very sensitive to
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Figure 5.40: Comparison of the (a) u, (b) u||, (c) u|| + pT and (d) u⊥ distributions
in W± boson events without selection cuts on Emiss

T and mT, predicted by
PowhegHerwig and PowhegPythia after the full correction procedure. The

lower panels show the PowhegHerwig to PowhegPythia ratio, with the error
bars showing only the statistical uncertainty. The χ2/NDF does not account the

systematics uncertainties.

the modeling of the pT(W ). In this region, we observe that the fraction of events in
the u‖ distribution which have −30GeV < u‖ < −15GeV is agreeing within 0.998(3)
and 0.999(1) after corrections, i.e. a closure to per-mill level, for the nominal and
the relaxed selection cuts, respectively. Values for the fraction of events between -30
and -15 GeV for PowhegHerwig, PowhegPythia before and after corrections is
summarised in Table 5.1.

182



Chapter 5. Performance of the Hadronic Recoil Reconstruction

Table 5.1: Fraction of events in range −30GeV < u‖ < −15GeV for
PowhegHerwig, PowhegPythia before and after corrections.

PowhegHerwig PowhegPythia PowhegPythia
before recoil corrections after recoil corrections

Nominal selection 0.03708(9) 0.03733(7) 0.03716(7)
Relaxed selection cuts 0.18700(15) 0.18583(12) 0.18727(12)
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Figure 5.41: Comparison of the u|| distributions, where the hadronic recoil was
projected on the charged lepton, in W -boson events with the nominal selection (left)
and without selection cuts on Emiss

T and mT (right), predicted by PowhegHerwig
and PowhegPythia after the full correction procedure. The lower panels show the
PowhegHerwig to PowhegPythia ratio, with the error bars showing only the

statistical uncertainty. The χ2/NDF does not account the systematics uncertainties.
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5.7 propagation of the systematics uncertainties to
the W -boson mass measurement

In this section the systematic uncertainties from the hadronic recoil calibration pro-
cedure are discussed. The propagation of the systematic uncertainties to the W -boson
mass measurement is described in Section 1.4.3. The recoil calibration procedure is
sensitive to the uncertainty of the scale factor applied to the < µ > distribution, the
uncertainty due to ΣET − u transformation, the uncertainties in the correction of the
ϕ of the hadronic recoil, the statistical uncertainties in the residual corrections, and
the expected differences in the recoil response between Z- and W -boson events.

The statistical uncertainty is estimated with toy MC method. A 100 toy MC
are defined with the hadronic recoil corrected with randomly chosen correction values
within their statistical uncertainties, in the range (b−δb, b+δb) for the correction of the
mean of u‖, and in the range (r− δr, r+ δr) for the correction of the recoil resolution.
The b and r values with their statistical uncertainties are shown in Figure 5.24. These
toys are compared to the nominal sample and the statistical uncertainty is extracted
from the RMS of the spread of the toys.

< µ > scale factor uncertainty

The procedure for rescaling < µ > distribution is described in Section 5.5.1. The low
boundary for < µ > scale factor is 1.07 and the high boundary for < µ > scale factor
is 1.14, this values were chosen to cover the uncertainty from official recommendation
and preferred value for u⊥ distribution, see Figure 5.11. For these two variations of
scale factor, all steps for derivation of the hadronic recoil corrections are repeated,
i.e. rescaling of < µ > distribution, ΣET − u transform, uX and uY corrections and
additional corrections for mean and resolution.

ΣET − u correction uncertainty

The systematic uncertainty on the ΣET−u correction method is estimated by compar-
ing the pT-dependent and pT-independent ΣET − u transform. In the Z-boson events,
the ΣET − u data to MC discrepancy is observed to be pT boson dependent, and the
Smirnov transform gives better results when defined in bins of pT rather than inclus-
ively. The pT dependence can be mapped accurately in Z-boson events, thanks to the
reconstructed lepton pair transverse momentum.

As discussed in Section 5.5.2, the pT-dependent Smirnov transform in the W -boson
events has to be defined indirectly using the Z-boson events, since the boson pT is
measured with poor resolution in the W -boson events. The following approximation is

184



Chapter 5. Performance of the Hadronic Recoil Reconstruction

used:

h̃Wdata(ΣET − u; pT) ≡ hZdata(ΣET − u; pT)×
hW
data(ΣET−u)

hW
MC(ΣET−u)

hZ
data(ΣET−u)

hZ
MC(ΣET−u)

, (5.20)

where the double ratio represent the ratio of the data to MC ΣET − u distribution in
W - and Z-boson events defined inclusively in pT. Then, the pT-dependent transform
is defined such that

hWMC(ΣET − u; pT) → h′WMC((ΣET − u)tr; pT) ≡ h̃Wdata(ΣET − u; pT). (5.21)

This approximation is based on an assumption that the pT-dependence of the ΣET−u
is the same in Z- and W -boson events. Also, it allows for a precise mapping of the
pT dependence of the correction, but can only be verified in broad recoil bins. The
associated systematic uncertainties are described below.

The ΣET − u distribution and its data/MC discrepancies differ for Z- and W -
boson events, as shown in Figures 5.42 and 5.43. Figure 5.42 shows the data to MC
ratio of ΣET − u distribution for W+, W−, W± and Z events, for the full recoil
range and in coarse recoil bins: 0GeV < u < 10GeV, 10GeV < u < 20GeV, and
20GeV < u < 30GeV. While Figure 5.43 shows the corresponding double Z/W data
to MC ratios. Similar behaviour is observed as in Z-boson events. Different behaviour
for Z- and W -boson events is observed only for relatively small values of the ΣET − u
distribution (ΣET − u < 200GeV) where the double ratio deviates from one. The two
figures show results for the inclusive < µ >, and similar behaviour is observed for low,
medium and high pile-up conditions, as defined in Section 5.5.4.

When applying the hadronic recoil corrections to the W -boson events, the ΣET−u
transform is defined for W+ and W− boson events, and thus incorporates pT depend-
ence as discussed above. In order to estimate the systematic uncertainty arising from
this prescription, one can compare behaviour of the ΣET − u distribution in recoil
bins and inclusively as illustrated in Figure 5.44. The relative difference in the pT-
dependence between the Z- and the W -boson events is taken as systematic uncertainty.
One can estimate this difference by comparing the ΣET − u distribution in recoil bins
(Figure 5.44). The biggest difference is observed in the first and third recoil bin, there-
fore by comparing this two recoil bins (as shown in Figure 5.45) the difference between
the W - and Z-boson events for ΣET − u distribution can be quantified. By fitting the
difference between W - and Z-boson events to the difference of Z-boson events from 1
with a constant as a function of ΣET − u one can find a fraction which corresponds
to the pT dependence observed in the W -boson events relative to the one seen in the
Z-boson events. The result of the constant fits are shown in Table 5.2 for W+, W−

boson events and combined for the W± boson events in < µ > bins.

In order to account for maximal difference in pT dependence of ΣET−u distribution
between W and Z events, the fractions for estimation of the systematics is taken as a
residual difference (from the one in Table 5.2) with errors as shown in Table 5.3.

The systematics for the pT-dependence of ΣET − u distribution in the W -boson
events is calculated as a fraction noted in Table 5.3 from the full difference between
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Figure 5.42: data to MC ratio of ΣET − u distribution for W+ → µν (blue points),
W− → µν (red points), W± → µν (green points) and Z → µµ (black points) where

(a) is for full recoil range, (b) is for the first recoil bin 0GeV < u < 10GeV, (c) is for
the second recoil bin 10GeV < u < 20GeV and (d) is for the third recoil bin

20GeV < u < 30GeV.

pT-dependent and pT-independent ΣET − u transform. This fraction is depending on
the pile-up and it is different for W+ and W− boson events.
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Figure 5.43: Data to MC double ratio of ΣET − u distribution for Z → µµ to
W+ → µν, W− → µν and W± → µν (a) for full recoil range, (b) for the first recoil
bin 0GeV < u < 10GeV, (c) for the second recoil bin 10GeV < u < 20GeV and (d)

for the third recoil bin 20GeV < u < 30GeV.

Azimuthal correction uncertainty

The overall value of the uY correction is ≈ 600MeV. There are 32 ϕ bins, with
an average uncertainty of ≈ 70MeV, as seen in Figure 5.18 (d). The accuracy of
the correction thus corresponds to about 2% of the overall size of the effect. The
systematics coming from this correction is thus defined as 2% of the full difference
when the corrections are defined with and without uY corrections.
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Table 5.2: The result of the constant fits as a function of ΣET − u.

< µ > bin W+ W− W±

< µ >∈ (2.5, 6.5) 0.44±0.09 0.64±0.12 0.48±0.09
< µ >∈ (6.5, 9.5) 0.39±0.12 0.49±0.14 0.41±0.10
< µ >∈ (9.5, 16.0) 0.44±0.13 0.54±0.15 0.47±0.11

Inclusive 0.46±0.08 0.61±0.11 0.47±0.08

Table 5.3: The fraction used to calculate the systematics for pT-dependence of
ΣET − u distribution in W events compared to the dependence observed in Z events.

< µ > bin W+ W− W±

< µ >∈ (2.5, 6.5) 0.65 0.48 0.61
< µ >∈ (6.5, 9.5) 0.73 0.65 0.69
< µ >∈ (9.5, 16.0) 0.69 0.61 0.64

Inclusive 0.62 0.50 0.61
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Figure 5.44: Data to MC double ratio of ΣET − u distribution for W+ → µν,
W− → µν and Z → µµ (a) for the first recoil bin 0GeV < uT < 10GeV, (b) for the

second recoil bin 10GeV < uT < 20GeV and (c) for the third recoil bin
20GeV < uT < 30GeV compared to the inclusive recoil bin.

Residual correction uncertainties

Since the correction factors for bias and resolution are derived on Z-boson events and
applied to the W -boson events, possible differences between the Z and W+ and W−

boson events for the recoil response should be considered as an additional source of the
systematic uncertainty. One part of the difference in resolution comes from different
ΣET − u distributions in W - and Z-boson events, as illustrated in Figure 5.42. The
resolution can be compared, after ΣET − u reweighting, in data and MC for Z-boson
events, as illustrated in Figure 5.46 (a), and between Z, W+ and W− boson events in
simulation, as illustrated in Figure 5.47.
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Figure 5.45: Data to MC double ratio of ΣET − u distribution for W+ → µν (blue
points), W− → µν (red points) and Z → µµ (black points) for the first recoil bin

0GeV < uT < 10GeV, compared with the third recoil bin 20GeV < uT < 30GeV (a)
inclusive in < µ >, (b) for low pile-up, (c) for medium pile-up, (d) for high pile-up.

When comparing the u⊥ in the W - and Z-boson MC events, it is possible to observe
a difference in resolution, which is parametrised as: σW = σZ +∆σ. This difference in
recoil resolution can originate from genuine differences in the boson kinematic between
Z- and W -boson events, or can be the consequence of different selection criteria as
described in Section 3.5. In order to study the effect of the different number of leptons
and replacement cones forW - and Z-boson events, it is possible to use in the calculation
of the hadronic recoil with the truth-level leptons. One feature of the hadronic recoil
algorithm is that it can accept a variety of physics objects as lepton seeds. In particular,
it is possible to run the algorithm using as seeds for the removal and replacement cones
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Figure 5.46: Perpendicular component of hadronic recoil distribution in (a) data
and MC for Z-boson events and (b) MC for Z, W+ and W− boson events, after ΣET

reweighting.
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Figure 5.48: Sum of the pT of the tracks in a cone of ∆R = 0.2 around the muon
(red line) and around the direction chosen for the replacement cone (solid blue

histogram).

the truth level leptons. By doing that is possible to treat in the same way both the
charged lepton and the neutrino, i.e. using two removal and two replacement cones
both in the W - and Z-boson events.

For this study the hadronic recoil algorithm was configured to remove a cone around
both neutrinos and charged leptons satisfying the requirements: |η| < 2.5 and p`T >
20 GeV. The truth leptons have also to be isolated. This study was performed using
the W - and Z-boson samples with muons in final states. In this case the isolation is the
relative track isolation in a cone ∆R = 0.2 around the truth lepton direction, taking
as denominator in one case the pT of the reconstructed muon track and in the other
case the truth-level neutrino pT. Another source of bias could be due to the different
choice of the replacement cone, depending on the isolation of the lepton. In fact, if the
lepton is isolated, the replacement cone is randomly taken at same η of the lepton and
a random ϕ, while, when the lepton is not isolated, as replacement we use the value of
the lepton isolation. In order to reduce the effect of this choice, events will be selected
only if the lepton is isolated and if the replacement cone satisfies the same requirement,
i.e. the sum of the pT of the tracks in the replacement cone divided by the lepton pT
satisfies the same isolation requirements used for the lepton. The distribution of the
sum of the pT of the tracks around the muon and around the direction chosen for the
replacement cone are shown in Figure 5.48. To reduce other differences due to the
differences in the pT distribution of W - and Z-boson events, the W -boson events are
reweighted to match the pT distribution in the Z-boson events, as shown in Figure
5.49.

The difference of the u⊥ resolution in W - and Z-boson events will be shown using
the ratio between W - and Z-boson events, which can be fitted using the functional
form: e(−x2·p0)·(1+p1), where the difference in resolution ∆σ can be directly calculated
as: ∆σ = 0.5 · p0 · σ3, with σ the u⊥ resolution, which is approximately 14 GeV. In
Figure 5.50(a) the ratio ofW - and Z-boson events is shown as a function of u⊥, together
with the fitted values. For the W+ boson the fit returns p0 = (−15.8 ± 1.5) × 10−12,
while for W− boson the fit returns p0 = (−19.8 ± 1.4) × 10−12, which corresponds to
∆σ = 20 ± 3 MeV. The effect of the difference between the W - and Z-boson events
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(a) (b)

Figure 5.49: Boson pT distribution (a) before and (b) after reweighting.
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Figure 5.50: (a) Ratio of u⊥ in W - and Z-boson events. (b) Ratio of u⊥ in W - and
Z-boson events requesting a photon veto at truth level

can be compared with the effect of smearing of Z-boson events, which is done in
order to have the MC reproducing the data, as shown in Figure 5.50(a). In this case
p0 = (48.7±1.4)×10−12, and ∆σ = 50±3 MeV. In order to reduce the effect on the recoil
of ISR/FSR and decouple the effect from the genuine W - and Z-boson differences, a cut
was applied at truth level vetoing on photons in the event. The efficiency of this cut is
roughly of 50%. A similar cut can also be applied at reconstruction level requesting no
photon in the event with pT above 100 MeV. The difference between the truth-level and
the reconstruction level cut were estimated to have a negligible effect on the W - and
Z-boson differences. In Figure 5.50(b) the ratio of u⊥ in the W - and Z-boson events is
shown. The overall effect for W+ (W−) events is ∆σ = −2±3 MeV (∆σ = 3±3 MeV),
which is extremely small compared to the effect of the smearing in the Z-boson events
shown above. The values of the W - and Z-boson events smearing can also be compared
with the effect of the statistical error on the Z-events smearing, which is calculated
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(a) (b)

Figure 5.51: (a) Effect of the statistical error on the smearing of Z-boson events.
(b) Effect of smearing the recoil in W -boson events by an overall 6% of the Z-boson

smearing (blue dots) and by 6× 10−4 · u⊥ (magenta triangles).

using the bootstrap method [206]. In Figure 5.51(a) the effect on the resolution of
u⊥ due to the statistical error on the smearing correction in Z-boson events is shown.
The effect corresponds roughly to 4 MeV. Finally, the effect of the W - and Z-boson
differences with two possible working cases is compared: smearing u⊥ in the W -boson
events overall (for each value of u⊥) by 6% of the smearing correction, smearing u⊥ in
the W -boson events by a value of 6× 10−4 · u⊥. Those two cases are shown in Figure
5.51(b). Comparing the RMS of the u⊥ distribution, as illustrated in Figure 5.47), the
W - and Z-boson difference in MC is approximately 6% of the difference between data
and MC for Z events:

1− σ(u⊥)MC W

σ(u⊥)MC Z

1− σ(u⊥)data Z

σ(u⊥)MC Z

.

Therefore, 6% of the value of the smearing correction is considered as systematic un-
certainty.

Systematics on the mW

To estimate the impact of the hadronic recoil corrections on the mW measurement,
template fits are performed for p`T, mT and Emiss

T distributions. The nominal recoil
corrections are used for the templates, while pseudo-data are produced including cor-
rection variations, with only signal samples variated. The ranges for the fitting are:
30− 50 GeV for p`T, 60− 100 GeV for mT and 30− 60 GeV for Emiss

T .

The expected statistical uncertainties form MC are given in Table 5.4 for different
< µ > bins.

The results obtained from the < µ > scale factor variation as described in this
section are given in Table 5.5.
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Table 5.4: Expected statistical uncertainty form MC. The values are given in MeV.

Bin p`+T p`−T p`±T mW+
T mW−

T mW±
T Emiss+

T Emiss−
T Emiss±

T

< µ >∈ (2.5, 6.5) 9.3 10.5 7.0 11.2 12.8 8.4 21.5 24.5 16.3
< µ >∈ (6.5, 9.5) 9.6 10.7 7.2 13.1 14.9 9.8 27.8 32.0 21.1
< µ >∈ (9.5, 16.0) 8.7 10.0 6.6 13.5 15.1 10.1 32.9 32.0 23.9

Inclusive 5.4 6.1 4.1 7.3 8.2 5.5 15.4 17.2 11.4

Table 5.5: The systematics form low and high variation of the < µ > scale factor.
The values are given in MeV.

Bin p`+T p`−T p`±T mW+
T mW−

T mW±
T Emiss+

T Emiss−
T Emiss±

T

low variation (< µ > scale factor is 1.07)

< µ >∈ (2.5, 6.5) 0.1 0.2 0.0 1.8 -0.7 1.1 -0.2 1.1 0.7
< µ >∈ (6.5, 9.5) -0.2 1.3 0.1 -1.5 -2.6 -2.1 -1.1 -6.9 -5.0
< µ >∈ (9.5, 16.0) -0.4 -0.1 -0.2 -1.3 1.2 -0.4 -0.1 -8.6 -2.8

Inclusive -0.2 0.5 0.0 -0.1 -0.7 -0.2 -0.4 -4.0 -2.0

high variation (< µ > scale factor is 1.14)

< µ >∈ (2.5, 6.5) 0.7 -0.7 0.3 0.6 3.3 1.3 3.7 1.0 3.0
< µ >∈ (6.5, 9.5) 0.5 -1.0 0.1 2.8 2.1 3.4 5.4 4.3 4.9
< µ >∈ (9.5, 16.0) 1.4 0.7 1.1 -0.5 1.3 0.8 -5.3 1.9 -1.7

Inclusive 0.8 -0.4 0.5 0.9 2.4 1.8 1.6 2.2 2.2

The full difference between pT dependent and pT independent Smirnov transform
of the ΣET − u distribution is given in Table 5.6. However, in order to properly
estimate the systematic uncertainty which is coming from the pT dependence of the
Smirnov transform, the full difference is multiplied by the fractions given in Table 5.3
as described in this section.

Table 5.6: The full difference between pT dependent and pT independent Smirnov
transform of the ΣET − u distribution. The values are given in MeV.

Bin p`+T p`−T p`±T mW+
T mW−

T mW±
T Emiss+

T Emiss−
T Emiss±

T

< µ >∈ (2.5, 6.5) 0.9 2.0 1.4 30.6 23.3 27.9 74.3 45.0 62.0
< µ >∈ (6.5, 9.5) 0.8 1.9 1.3 15.2 20.3 17.6 22.3 37.5 30.6
< µ >∈ (9.5, 16.0) 3.2 2.9 3.2 5.7 1.6 4.1 -4.4 -7.6 -6.2

Inclusive 1.5 2.2 1.9 20.6 17.9 19.6 46.4 32.7 40.1

The full difference between the hadronic recoil corrections with and without uY
correction is given in the Table 5.7. As discussed in this section for the estimation of
uncertainty coming from uY correction is taken to be 2% from the full difference.

The systematic uncertainties arising from the residual bias and resolution correc-
tions is described in this part. Since bias and resolution corrections are defined as a
function of ΣET − u (in 100GeV bins) and boson pT (in 5GeV bins) the variation
from the interpolation of the bin values are taken into account. The nominal recoil
corrections are taking the value which is in corresponding (ΣET − u,pT) bin, while the
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Table 5.7: The full difference between the hadronic recoil corrections with and
without uY correction. The values are given in MeV.

Bin p`+T p`−T p`±T mW+
T mW−

T mW±
T Emiss+

T Emiss−
T Emiss±

T

< µ >∈ (2.5, 6.5) 1.4 0.0 0.8 11.1 10.1 10.7 32.1 21.6 26.4
< µ >∈ (6.5, 9.5) 0.7 0.4 0.7 13.4 8.0 12.2 41.0 24.1 26.3
< µ >∈ (9.5, 16.0) 2.4 1.7 0.7 23.0 13.0 19.2 72.4 24.1 60.0

Inclusive 1.5 0.3 0.7 15.2 9.9 13.4 41.5 29.1 35.2

varied one is taking the interpolated value among the neghibouring bins.

The results of variation due to the < µ > scale factor, pT dependence of the
Smirnov transform, interpolation of the corrections values and due to resolution dif-
ference between Z- and W -boson samples are summarised in Table 5.8. The total
uncertainty is given in Table 5.9. As can be seen, the largest contributions are from
the pT dependence of the ΣET − u distribution.

The Emiss
T has the poorest resolution, therefore the cut on this quantity introduces

the biggest uncertainty. The effect of relaxed Emiss
T cut (this cut is removed from

selection) is shown in Table 5.10 and the total uncertainty is given in Table 5.11.
The ranges for the fitting in this case are the same for p`T and mT and for Emiss

T is
20 − 60GeV. Relaxing this cut improves the systematic on the p`T fit, but does not
significantly affect the Emiss

T and mT fits.

A refinement of the systematics can be defined by checking the expected difference
between W+ and W− and/or < µ > bins, if no difference is observed then averaging
by charge and/or in < µ > bins is performed:

• Effective corrections: statistical uncertainty: there is no difference between
charges, therefore averaging by charges is done, however correction is different
for < µ > bins.

• < µ > scale factor variation: no difference between charges or in < µ > bins
is observed, therefore averaging by charge and < µ > bins is done.

• pT dependence of the ΣET − u distribution: there is difference between
charges for the first < µ > bin, for the second and third bin averaging by charges
is done.

• uY correction: since the effect of this correction is always less then 1MeV this
systematics is neglected.

• Effective corrections: Z → W extrapolation: there is difference between
charges for the first < µ > bin, for the second and third bin averaging by charges
is done.

• Effective corrections: binned vs interpolated: no difference between charges
or in < µ > bins is observed, therefore averaging by charge and < µ > bins is
done.
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Table 5.8: Summarised results of variation due to variation of scale factor, pT
dependence of the ΣET − u, interpolation and resolution difference. The systematics

on mW are given in MeV.

Bin p`+T p`−T p`±T mW+
T mW−

T mW±
T Emiss+

T Emiss−
T Emiss±

T

< µ > scale factor variation

< µ >∈ (2.5, 6.5) -0.3 0.5 -0.1 0.6 -2.0 -0.1 -1.9 0.1 -1.2
< µ >∈ (6.5, 9.5) -0.4 1.2 0.0 -2.1 -2.4 -2.7 -3.2 -5.6 -4.9
< µ >∈ (9.5, 16.0) -0.9 -0.4 -0.7 -0.4 0.0 -0.6 2.6 -5.3 -0.5

Inclusive -0.5 0.4 -0.2 -0.5 -1.5 -1.0 -1.0 -3.1 -2.1

ΣET − u correction systematic uncertainties

< µ >∈ (2.5, 6.5) 0.6 1.0 0.9 19.9 11.2 17.0 48.3 21.6 37.8
< µ >∈ (6.5, 9.5) 0.6 1.2 0.9 11.1 13.2 12.1 16.3 24.4 21.1
< µ >∈ (9.5, 16.0) 2.2 1.7 2.0 4.0 1.0 2.6 -3.0 -4.7 -4.0

Inclusive 1.0 1.3 1.2 12.7 8.9 11.4 24.0 14.9 20.8

Effective corrections: uY correction

< µ >∈ (2.5, 6.5) 0.0 0.0 0.0 0.2 0.2 0.2 0.6 0.4 0.5
< µ >∈ (6.5, 9.5) 0.0 0.0 0.0 0.3 0.2 0.2 0.8 0.5 0.5
< µ >∈ (9.5, 16.0) 0.0 0.0 0.0 0.5 0.3 0.4 1.4 0.5 1.2

Inclusive 0.0 0.0 0.0 0.3 0.2 0.3 0.8 0.6 0.7

Effective corrections: statistical uncertainty

< µ >∈ (2.5, 6.5) 1.3 0.9 2.0 3.9 2.5 2.9 4.6 3.1 3.7
< µ >∈ (6.5, 9.5) 1.3 0.9 1.7 3.2 3.3 2.4 7.5 5.8 4.7
< µ >∈ (9.5, 16.0) 1.6 1.8 2.3 2.1 3.2 2.8 6.4 6.5 4.4

Inclusive 1.4 1.2 2.0 3.2 2.9 2.7 6.0 4.9 4.2

Effective corrections: Z →W extrapolation

< µ >∈ (2.5, 6.5) 0.7 0.7 0.7 4.7 1.2 3.2 18.2 7.4 13.4
< µ >∈ (6.5, 9.5) 0.1 0.2 0.1 6.5 4.3 5.7 23.2 13.1 17.9
< µ >∈ (9.5, 16.0) -1.0 -0.3 -0.7 8.4 5.6 7.3 28.3 20.2 24.3

Inclusive 0.1 0.3 0.1 6.3 3.4 5.1 22.6 12.8 17.9

Effective corrections: binned vs interpolated

< µ >∈ (2.5, 6.5) 0.9 1.8 1.3 2.8 5.6 3.8 9.3 11.6 10.0
< µ >∈ (6.5, 9.5) 1.7 2.1 1.8 3.5 6.3 4.4 7.4 10.5 9.3
< µ >∈ (9.5, 16.0) 1.0 1.4 1.1 1.3 2.4 0.9 -5.1 -3.0 -2.8

Inclusive 1.2 1.8 1.4 2.6 4.9 3.1 4.6 7.1 6.1

Table 5.9: Summarised results of total uncertainty. The systematics on mW are
given in MeV.

Bin p`+T p`−T p`±T mW+
T mW−

T mW±
T Emiss+

T Emiss−
T Emiss±

T

< µ >∈ (2.5, 6.5) 1.8 2.4 2.6 21.0 13.0 18.0 52.7 25.8 41.5
< µ >∈ (6.5, 9.5) 2.3 2.9 2.6 13.9 15.8 14.6 30.4 30.7 30.0
< µ >∈ (9.5, 16.0) 3.2 2.9 3.4 9.6 6.9 8.3 29.7 22.6 25.2

Inclusive 2.2 2.5 2.7 14.8 11.2 13.2 33.8 21.6 28.5
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Table 5.10: Summarised results of variation due to scale factor, pT dependence of
the ΣET − u, interpolation and resolution difference with relaxed Emiss

T cut. The
systematics on mW are given in MeV.

Bin p`+T p`−T p`±T mW+
T mW−

T mW±
T Emiss+

T Emiss−
T Emiss±

T

< µ > scale factor variation

< µ >∈ (2.5, 6.5) 0.8 -0.5 0.5 -0.9 1.1 -0.5 1.4 -1.0 0.7
< µ >∈ (6.5, 9.5) 1.1 -1.3 0.5 2.0 3.0 2.8 1.9 5.7 3.9
< µ >∈ (9.5, 16.0) -0.1 0.2 -0.1 -0.2 1.3 0.8 -1.1 4.6 0.8

Inclusive 0.6 -0.5 0.3 0.1 1.7 0.8 0.8 2.6 1.7

ΣET − u correction systematic uncertainties

< µ >∈ (2.5, 6.5) 4.5 3.1 4.2 16.0 9.3 13.9 38.4 16.6 29.5
< µ >∈ (6.5, 9.5) 3.4 4.1 3.7 8.9 11.0 10.1 11.3 21.9 17.3
< µ >∈ (9.5, 16.0) 4.0 3.2 3.7 3.1 -1.4 1.1 -2.8 -6.3 -5.4

Inclusive 4.0 3.4 3.9 10.2 6.7 9.1 18.5 11.6 15.8

Effective corrections: uY correction

< µ >∈ (2.5, 6.5) 0.0 0.0 0.0 0.4 0.2 0.3 0.7 0.4 0.6
< µ >∈ (6.5, 9.5) 0.1 0.0 0.1 0.2 0.2 0.2 0.5 0.5 0.3
< µ >∈ (9.5, 16.0) 0.0 0.1 0.0 0.4 0.3 0.4 1.3 0.5 1.2

Inclusive 0.1 0.0 0.0 0.3 0.2 0.3 0.6 0.6 0.6

Effective corrections: statistical uncertainty

< µ >∈ (2.5, 6.5) 1.3 0.9 2.0 3.9 2.5 2.9 4.6 3.1 3.7
< µ >∈ (6.5, 9.5) 1.3 0.9 1.7 3.2 3.3 2.4 7.5 5.8 4.7
< µ >∈ (9.5, 16.0) 1.6 1.8 2.3 2.1 3.2 2.8 6.4 6.5 4.4

Inclusive 1.4 1.2 2.0 3.2 2.9 2.7 6.0 4.9 4.2

Effective corrections: Z →W extrapolation

< µ >∈ (2.5, 6.5) 0.6 0.0 0.4 3.5 -0.2 2.0 14.5 4.2 10.1
< µ >∈ (6.5, 9.5) 0.8 0.4 0.6 5.9 4.0 5.2 21.8 11.5 16.3
< µ >∈ (9.5, 16.0) 1.3 0.8 1.1 8.8 5.8 7.6 26.5 16.9 22.3

Inclusive 0.9 0.4 0.7 6.1 3.0 4.9 21.4 10.9 16.6

Effective corrections: binned vs interpolated

< µ >∈ (2.5, 6.5) 1.2 2.5 1.8 2.3 4.1 2.9 9.2 9.1 9.0
< µ >∈ (6.5, 9.5) 2.4 1.3 1.9 4.3 5.4 4.3 6.4 6.5 6.6
< µ >∈ (9.5, 16.0) 1.3 1.6 1.4 2.1 1.4 0.9 -1.8 -2.4 -1.1

Inclusive 1.6 1.9 1.7 2.8 3.7 2.7 5.2 5.0 5.4

Table 5.11: Summarised results of total uncertainty with relaxed Emiss
T cut. The

systematics on mW are given in MeV.

Bin p`+T p`−T p`±T mW+
T mW−

T mW±
T Emiss+

T Emiss−
T Emiss±

T

< µ >∈ (2.5, 6.5) 4.9 4.1 5.0 17.0 10.5 14.6 42.3 19.7 32.6
< µ >∈ (6.5, 9.5) 4.5 4.6 4.6 12.1 13.6 12.7 26.5 26.9 25.4
< µ >∈ (9.5, 16.0) 4.7 4.1 4.7 9.8 7.0 8.3 27.5 19.8 23.4

Inclusive 4.7 4.1 4.8 12.6 8.9 11.0 29.4 17.6 24.0
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The uncertainties after the refinement for the nominal selection are given in Table
5.12 for each source separately and the total uncertainty. The uncertainty from the
< µ > scale factor variation has less than 1 MeV impact on the mW determination.
The uncertainty related to the ΣET−u correction dependence on boson pT has 1.2 MeV
and 11.4 MeV impact on the mW determination from p`T and mT, respectively, which
represents the largest source of uncertainties on the mW from the hadronic recoil cal-
ibration procedure. The statistical uncertainty of the residual correction factors is
estimated to 2.0 MeV and 2.7 MeV on the mW determination from p`T and mT, re-
spectively. The uncertainty coming from the Z → W extrapolation is negligible for
the p`T distribution, and 5 MeV for the mT distribution. The uncertainty on the resid-
ual recoil corrections from the interpolation is estimated to 1.4 MeV and 3.1 MeV on
the mW determination from p`T and mT, respectively. The total uncertainty from the
hadronic recoil calibration is estimated to 2.7 MeV from p`T and 13.2 MeV from mT on
the mW determination.

Table 5.12: Summarised results of variation due to variation of scale factor, pT
dependence of the ΣET − u, interpolation, resolution difference and the total
uncertainty after the refinement. The systematics on mW are given in MeV.

Bin p`+T p`−T p`±T mW+
T mW−

T mW±
T Emiss+

T Emiss−
T Emiss±

T

< µ > scale factor variation

All 0.2 0.2 0.2 1.0 1.0 1.0 2.1 2.1 2.1

ΣET − u correction systematic uncertainties

< µ >∈ (2.5, 6.5) 0.6 1.0 0.9 19.9 11.2 17.0 48.3 21.6 37.8
< µ >∈ (6.5, 9.5) 0.9 0.9 0.9 12.1 12.1 12.1 21.1 21.1 21.1
< µ >∈ (9.5, 16.0) 2.0 2.0 2.0 2.6 2.6 2.6 4.0 4.0 4.0

Inclusive 1.1 1.2 1.2 12.6 9.0 11.4 27.5 16.4 20.8

Effective corrections: statistical uncertainty

< µ >∈ (2.5, 6.5) 2.0 2.0 2.0 2.9 2.9 2.9 3.7 3.7 3.7
< µ >∈ (6.5, 9.5) 1.7 1.7 1.7 2.4 2.4 2.4 4.7 4.7 4.7
< µ >∈ (9.5, 16.0) 2.3 2.3 2.3 2.8 2.8 2.8 4.4 4.4 4.4

Inclusive 2.0 2.0 2.0 2.7 2.7 2.7 4.2 4.2 4.2

Effective corrections: Z →W extrapolation

< µ >∈ (2.5, 6.5) 0.7 0.7 0.7 4.7 1.2 3.2 18.2 7.4 13.4
< µ >∈ (6.5, 9.5) 0.1 0.1 0.1 5.7 5.7 5.7 17.9 17.9 17.9
< µ >∈ (9.5, 16.0) 0.7 0.7 0.7 7.3 7.3 7.3 24.3 24.3 24.3

Inclusive 0.1 0.1 0.1 5.8 4.3 5.1 19.9 15.4 17.9

Effective corrections: binned vs interpolated

All 1.4 1.4 1.4 3.1 3.1 3.1 6.1 6.1 6.1

Total

< µ >∈ (2.5, 6.5) 2.6 2.7 2.7 21.0 12.2 17.9 52.4 24.6 41.1
< µ >∈ (6.5, 9.5) 2.4 2.4 2.4 14.1 14.1 14.1 29.2 29.2 29.2
< µ >∈ (9.5, 16.0) 3.4 3.4 3.4 9.0 9.0 9.0 26.3 26.3 26.4

Inclusive 2.7 2.7 2.7 14.5 10.8 13.2 34.8 23.8 28.5
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The uncertainties after the refinement with relaxed Emiss
T cut are given in Table

5.13 for each source separately and the total uncertainty. There results are similar as
for the nominal case. As expected the uncertainty on the mT determination is smaller,
with the total uncertainty from the hadronic recoil calibration estimated to 4.8 MeV
from p`T and 11.0 MeV from mT on the mW determination.

Table 5.13: Summarised results of variation due to scale factor, pT dependence of
the ΣET − u, interpolation, resolution difference and the total uncertainty with
relaxed Emiss

T cut after refinement. The systematics on mW are given in MeV.

Bin p`+T p`−T p`±T mW+
T mW−

T mW±
T Emiss+

T Emiss−
T Emiss±

T

< µ > scale factor variation

All 0.3 0.3 0.3 0.8 0.8 0.8 1.7 1.7 1.7

ΣET − u correction systematic uncertainties

< µ >∈ (2.5, 6.5) 4.5 3.1 4.2 16.0 9.3 13.9 38.4 16.6 29.5
< µ >∈ (6.5, 9.5) 3.7 3.7 3.7 10.1 10.1 10.1 17.3 17.3 17.3
< µ >∈ (9.5, 16.0) 3.7 3.7 3.7 1.1 1.1 1.1 -5.4 -5.4 -5.4

Inclusive 4.0 3.5 3.9 10.0 7.2 9.1 19.5 10.5 15.8

Effective corrections: statistical uncertainty

< µ >∈ (2.5, 6.5) 2.0 2.0 2.0 2.9 2.9 2.9 3.7 3.7 3.7
< µ >∈ (6.5, 9.5) 1.7 1.7 1.7 2.4 2.4 2.4 4.7 4.7 4.7
< µ >∈ (9.5, 16.0) 2.3 2.3 2.3 2.8 2.8 2.8 4.4 4.4 4.4

Inclusive 2.0 2.0 2.0 2.7 2.7 2.7 4.2 4.2 4.2

Effective corrections: Z →W extrapolation

< µ >∈ (2.5, 6.5) 0.6 0.0 -0.4 3.5 -0.2 2.0 14.5 4.2 10.1
< µ >∈ (6.5, 9.5) 0.6 0.6 0.6 5.2 5.2 5.2 16.3 16.3 16.3
< µ >∈ (9.5, 16.0) 1.1 1.1 1.1 7.6 7.6 7.6 22. 3 22.3 22.3

Inclusive 0.9 0.4 0.7 6.1 3.0 4.9 21.4 10.9 16.6

Effective corrections: binned vs interpolated

All 1.7 1.7 1.7 2.7 2.7 2.7 5.4 5.4 5.4

Total

< µ >∈ (2.5, 6.5) 5.3 4.1 4.9 16.9 10.1 14.6 41.6 18.4 31.9
< µ >∈ (6.5, 9.5) 4.5 4.5 4.5 12.0 12.0 12.0 24.9 24.9 24.9
< µ >∈ (9.5, 16.0) 4.8 4.8 4.8 8.7 8.7 8.7 24.0 24.0 24.0

Inclusive 4.9 4.4 4.8 12.3 8.7 11.0 29.8 16.7 24.0

ThemW determination from p`T measurement is only slightly affected, because of the
selection requirements on uT, mT and Emiss

T . In general, the systematics uncertainties
are larger for W+ than for W− bosons, since the ΣET − u distribution in W− boson
events is closer to the corresponding distribution in the Z-boson events.

Compared to the hadronic recoil uncertainties of the mW measurement at the Tev-
atron, shown in Tables 1.2 and 1.3 for the CDF and D0 experiments, the obtained
uncertainty is smaller for the p`T and larger for the mT distribution. Smaller uncer-
tainty on the p`T reflect the different selection of the W -boson candidates, while the
larger mT uncertainty corresponds to the higher pile-up conditions at the LHC.
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6Measurement of the
W -boson Mass with the 7TeV Data

In this chapter the measurement of the W -boson mass is described and the results
with 2011 data are presented. The results shown in this chapter are based on [80] and
[81]. In the first part of the chapter the final experimental and theoretical corrections
are described, as well as the background determination. The first part concludes with
the description of the systematics uncertainties and an overview of the control distri-
butions. The second part is dedicated to the extraction of the W -boson mass and the
combination of obtained results, it concludes with the final results obtained for this
measurement. The third and last part of this chapter is devoted to the prospect for the
future W -boson mass measurements, with the special emphasis on the direct measure-
ment of the pWT distribution, which can be used to reduce systematics uncertainties on
the future W -boson mass measurements.

6.1 W -boson events

The W -boson event selection is presented in Chapter 3.5. The final measured value
of the W -boson mass is obtained from the combination of various measurements per-
formed in the electron and muon decay channels, and in charge- and |η|-dependent
categories, as defined in Table 6.1. The pseudorapidity boundaries are driven by ex-
perimental and statistical constraints. The 1.2 < |η| < 1.8 range missing in the electron
channel, because the amount of the passive material in front of the calorimeter is largest
in this region, as explained in Section 3.4. The measurement of the mW in different
categories is important in order to test the consistency and the understanding of ex-
perimental and theoretical uncertainties. Since in proton–proton collisions, there are
more W+ than W− bosons, as explained in Section 1.3.2, the mW measurement is
performed separately for W+ and W− bosons. Measurement in both, electron and
muon decay channels provides an additional test on the experimental calibration, e.g.
the agreement between mW+ and mW− in the muon channel but not in the electron
channel, would point to an experimental problem in electron calibration. Furthermore,
the consistency between charges and pseudorapidity categories allows testing of the
theoretical corrections, e.g. a consistent charge dependency of mW would point to
a problem of the underlying physics model. The mW measurement in pseudorapidity
categories allows to test the consistency for PDF and angular coefficients uncertainties.
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The number of selected events in each category in data is given in Table 6.2. For the
final measurement only combination of the pT and mT distribution is used, since the
measurement based on Emiss

T distribution has significantly lower precision.

Table 6.1: Summary of categories and kinematic distributions used for the mW

measurement for the electron and muon decay channels.

Decay channel W → eν W → µν

Kinematic distributions p`T, mT p`T, mT

Charge categories W+, W− W+, W−

|η`| categories [0, 0.6], [0.6, 1.2], [1.8, 2.4] [0, 0.8], [0.8, 1.4], [1.4, 2.0], [2.0, 2.4]

Table 6.2: Numbers of selected W+ and W− boson events in the different decay
channels in data, inclusively and for the various |η`| categories.

|η`| range 0–0.8 0.8–1.4 1.4–2.0 2.0–2.4 Inclusive

W+ → µ+ν 1 283 332 1 063 131 1 377 773 885 582 4 609 818
W− → µ−ν̄ 1 001 592 769 876 916 163 547 329 3 234 960

|η`| range 0–0.6 0.6–1.2 1.8–2.4 Inclusive

W+ → e+ν 1 233 960 1 207 136 956 620 3 397 716
W− → e−ν̄ 969 170 908 327 610 028 2 487 525

6.1.1 Final experimental and theoretical corrections

The electron energy corrections are mostly based on the ATLAS Run-1 electron and
photon calibration result [78]. The correction procedure starts with the intercalibration
of the first and second layers of the EM calorimeter for minimum ionising particles,
using the energy deposits of muons in Z decays. After the intercalibration of the
calorimeter layers, the longitudinal energy profiles of electrons and photons are used to
determine the presampler energy scale and probe the passive material in front of the EM
calorimeter, leading to an improved description of the detector material distribution
and providing estimates of the residual passive material uncertainty. Finally, a non-
linearity of the energy measurement at the cell level is observed and corrected for.
After these preliminary corrections, an overall energy scale correction is determined as
a function of pseudorapidity from the Z-boson decays to electrons, by comparing the
reconstructed mass distributions in data and simulation. Simultaneously, an effective
constant term for the calorimeter energy resolution is extracted by adjusting the width
of the reconstructed dielectron invariant mass distribution in simulation to match the
distribution in data.

Azimuthal variations of the electron energy response are expected from the mech-
anical deformation under gravity of the EM calorimeter, and observed especially in
the endcaps, as illustrated in Figure 6.1. Although this modulation does not affect
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the average response in the Z-boson sample, a small residual effect is expected when
applying the Z-boson calibration to the selected W -boson sample, where the electron
azimuthal distribution is not perfectly uniform, as discussed in Chapter 5. A dedic-
ated correction is derived using the azimuthal dependence of the mean of the electron
energy/momentum ratio, < E/p >, after correcting p for the momentum scale and
curvature bias. The effect of this correction is a relative change of the average energy
response of 3.8× 10−5 in the W -boson events.
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Figure 6.1: Azimuthal variation of the data-to-prediction ratio of < E/p > in W -
and Z-boson events, for electrons in (a) |η| < 1.2 and (b) 1.8 < |η| < 2.4. The

electron energy calibration based on Z → ee events is applied, and the track p is
corrected for the momentum scale, resolution and sagitta bias. The mean for the E/p
distribution integrated in ϕ is normalised to unity. The error bars are statistical only.

The result of the complete calibration procedure is illustrated in Figure 6.2(a),
which shows the comparison of the dielectron invariant mass distribution for Z → ee
events in data and simulation.

Electron efficiency corrections are determined using samples of W → eν, Z → ee,
and J/ψ → ee events, and measured separately for electron reconstruction, identific-
ation and trigger efficiencies [77], as a function of electron η and pT. Figure 6.2(b)
compares the η distribution in data and simulation for Z → ee events, after applying
the efficiency corrections discussed above.

Muon momentum scale and resolution corrections are derived using Z → µµ decays,
following the method described in Section 4.4. There are two types of possible biases
in the reconstructed muon track momenta radial and sagitta biases. The radial biases
originate from detector movements along the particle trajectory and can be corrected
by an η-dependent, charge-independent momentum scale correction. The sagitta biases
originate from curl distortions or linear twists of the detector around the z-axis [207],
and can be corrected with η-dependent correction factors proportional to q · pT, where
q is the charge of the muon. The overall momentum correction is parameterised as
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Figure 6.2: (a) Dielectron invariant mass and (b) reconstructed electrons η
distribution in Z → ee events. The data is compared to the simulation including
signal and backgrounds. Corrections for energy resolution, and for reconstruction,

identification, isolation and trigger efficiencies are applied to the simulation;
energy-scale corrections are applied to the data. Background events contribute less

than 0.2% of the observed distribution. The lower panel shows the data-to-prediction
ratio, with the error bars showing the statistical uncertainty.

follows:

pMC,corr
T = pMC

T × [1 + α(η, φ)]×
[
1 + βcurv(η) ·G(0, 1) · pMC

T

]
,

pdata,corr
T =

pdata
T

1 + q · δ(η, φ) · pdata
T

,

where pdata,MC
T is the uncorrected muon transverse momentum in data and simulation,

G(0, 1) are normally distributed random variables with mean zero and unit width, and
α, βcurv, and δ represent the momentum scale, intrinsic resolution and sagitta bias
corrections, respectively. Since the multiple scattering contribution to the resolution
are relevant at low pT, this correction is neglected. Template histograms of the dimuon
invariant mass are constructed from the simulated event samples, including momentum
scale and resolution corrections in narrow steps within a range covering the expected
uncertainty. The optimal values of α and βcurv are determined by means of a χ2 min-
imisation, comparing data and simulation in the range of twice the standard deviation
on each side of the mean value of the invariant mass distribution. In the first step,
the corrections are derived by averaging over ϕ, and for 24 pseudorapidity bins in the
range −2.4 < η` < 2.4. In the second iteration, ϕ-dependent correction factors are
evaluated in coarser bins of η`. The typical size of α varies from −0.0005 to −0.0015
depending on η`, while βcurv values increase from 0.2 TeV−1 in the barrel to 0.6 TeV−1

in the high η` region. Before the correction, the ϕ-dependence has an amplitude at the
level of 0.1%.

Two methods are used for the determination of the sagitta bias corrections δ. The
first method exploits Z → µµ events. Muons are categorised according to their charge
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and pseudorapidity, and for each of these categories, the position of the peak in the
dimuon invariant mass distribution is determined for data and simulation. The pro-
cedure allows the determination of the charge dependence of the momentum scale
for pT values of approximately 42 GeV, which corresponds to the average transverse
momentum of muons from Z-boson decays. The second method exploits identified
electrons in a sample of W → eν decays. It is based on the ratio of the measured elec-
tron energy deposited in the calorimeter, E, to the electron momentum, p, measured
in the ID. A clean sample of W → eν events with tightly identified electrons [77] is
selected. Assuming that the response of the electromagnetic calorimeter is independent
of the charge of the incoming particle, charge-dependent ID track momentum biases
are extracted from the average differences in E/p for electrons and positrons [207].
This method benefits from a larger event sample compared to the Z → µµ sample
used in the first method, and allows the determination of charge-dependent corrections
for pT values of approximately 38 GeV, which corresponds to the average transverse
momentum of muons in W -boson decays. The correction factors are derived in 40 η
bins and 40 ϕ bins. Sagitta bias corrections are derived using both methods separately.
Both results are found to agree within uncertainties and are combined, as illustrated in
Figure 6.3(a). Figure 6.3(b) shows the dimuon invariant mass distribution of Z → µµ
decays in data and simulation, after applying all corrections.
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Figure 6.3: (a) Sagitta bias, δ, as a function of η` averaged over ϕ`. The results are
obtained with the Z → µµ and E/p methods and the combination of the two. The
results obtained with the Z → µµ method are corrected for the global sagitta bias.
The E/p method uses electrons from W → eν decays. The two measurements are

combined assuming they are uncorrelated. The error bars on the points show
statistical uncertainties only. (b) Dimuon invariant mass distribution in Z → µµ

events. The data are compared to the simulation including signal and background
contributions. Corrections for momentum scale and resolution, and for

reconstruction, isolation, and trigger efficiencies are applied to the muons in the
simulated events. Background events contribute less than 0.2% of the observed

distribution. The lower panel shows the data-to-prediction ratio, with the error bars
showing the statistical uncertainty.
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Corrections to the muon reconstruction, trigger and isolation efficiencies are es-
timated by applying the tag-and-probe method [79] to Z → µµ events in data and
simulation. Efficiency corrections are defined as the ratio of efficiencies evaluated in
data to efficiencies evaluated in simulated events. The corrections are evaluated as
functions of two variables, p`T and u`‖, and in various regions of the detector. The
detector is segmented into regions corresponding to the η and ϕ coverage of the MS.
The subdivision accounts for the geometrical characteristics of the detector, such as
the presence of uninstrumented or transition regions. The quality of the efficiency cor-
rections is evaluated by applying the corrections to the Z → µµ simulated sample, and
comparing the simulated kinematic distributions to the corresponding distributions in
data. The dependence of the efficiencies on u`‖ agree in data and simulation. Therefore
the muon efficiency corrections are evaluated only as a function of p`T and η, separ-
ately for positive and negative muon charges. The final efficiency correction factors are
linearly interpolated as a function of muon pT. No significant pT-dependence of the
corrections is observed in any of the detector regions. The resulting scale factors are
shown as a function of pT and averaged over η` in Figure 6.4(a). The quality of the
efficiency corrections is evaluated by applying the corrections to the Z → µµ events
in simulation, and comparing the simulated kinematic distributions to the correspond-
ing distributions in data. Figure 6.4(b) illustrates the η` distribution after applying
described corrections.
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Figure 6.4: (a) Scale factors for the muon reconstruction, trigger and isolation
efficiency obtained with the tag and probe method as a function of the muon pT.

Scale factors for the trigger efficiency are averaged over two data-taking periods as
explained in the text. The error bars on the points show statistical uncertainties only.

(b) Distribution of the reconstructed muons η in Z → µµ events. The data are
compared to the simulation including signal and background contributions.

Corrections for momentum scale and resolution, and for reconstruction, isolation, and
trigger efficiencies are applied to the muons in the simulated events. Background

events contribute less than 0.2% of the observed distribution. The lower panel shows
the data-to-prediction ratio, with the error bars showing the statistical uncertainty.
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The calibration of the hadronic recoil is described in detail in Chapter 5. The
theoretical corrections to the W -boson production and decay are described in Section
3.3. It is important to distinguish the effect of the hadronic recoil corrections and
the modeling of the pWT distribution. This is illustrated in Figure 6.5, by comparing
the recoil distributions in the Powheg+Pythia8 and Powheg+Herwig6 samples,
before and after the corrections described in Section 5.5 with different pWT distribution.
As can be seen, the recoil corrections and the different pWT distributions have a com-
parable effect on the uT distribution. In contrast, the effect of the recoil corrections
is small at negative values of u`‖, whereas the difference in the pWT distributions has a
large impact in this region. Therefore, the sensitivity of the u`‖ distribution can be used
to test the modeling of the pWT distribution. This validation test supports the Pythia
8 AZ prediction for the pWT distribution, which is described in Section 3.3.3.
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Figure 6.5: Distribution of (a) uT and (b) u`‖ in W -boson events simulated with
Powheg+Pythia8 and Powheg+Herwig6 after all analysis selection cuts are

applied. The Powheg+Pythia8 distributions are shown before and after correction
to the hadronic recoil in Powheg+Herwig6. The lower panels show the ratios of

Powheg+Herwig6 and Powheg+Pythia8, with and without the hadronic recoil
correction. The discrepancy remaining after recoil corrections reflects the different pWT

distributions.

In summary, following experimental and theoretical corrections are applied to the
simulated signal and background samples:

• Electron energy and muon momentum scale and resolution, and efficiency (re-
construction, identification, trigger and isolation) corrections.

• Hadronic recoil correction with the pile-up reweighting and < µ > rescaling.

• Line-shape reweighting, incorporating EW corrections.

• Reweighting the vector boson pVT in bins of yV according to the Pythia8 AZ
tune.

• Reweighting the rapidity distribution following a fixed order NNLO prediction
and the CT10NNLO PDF set.

• Reweighting the QCD angular coefficients Ai in bins of yV , m and pVT according
to the fixed order DYNNLO prediction.
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6.1.2 Z-boson based cross checks

The Z → `` sample allows several validation and consistency tests for the W -boson
mass measurement. As already shown in Section 5.6.1, by treating one of the charged
leptons from the Z-boson decay as a neutrino, a pseudo mT distribution is defined in Z-
boson events. Similarly, as for the W -boson case, the mass of the Z boson is extracted
with template fits to the m``, p`T and mT kinematic distributions. The extraction of
the Z-boson mass from the dilepton invariant mass distribution is expected to yield,
by construction, the value of mZ used as input for the muon-momentum and electron-
energy calibrations, providing a closure test of the lepton calibration procedures. The
p`T distribution is very sensitive to the physics modeling corrections. The comparison
of the value of mZ extracted from the p`T distribution to the value used as input for the
calibration provides a stringent test of the physics modellng. Finally, the extraction of
mZ from the mT distribution provides a test of the recoil calibration. The ranges used
for the extraction are [80, 100] GeV for the m`` distributions, [30, 55] GeV for the p`T
distribution, and [40, 120] GeV for the mT distribution.

The Z-boson mass fits are performed using the mT and p`T distributions in the
electron and muon decay channels, inclusively in η` and separately for positive and
negative leptons. The results of the fits are summarised in Figure 6.6.
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Figure 6.6: Summary of the mZ extraction from the p`T and mT distributions in the
muon and electron decay channels. The LEP combined value of mZ [40], which is
used as input for the detector calibration, is also indicated. The horizontal and
vertical bands show the uncertainties of the mZ determinations and of the LEP

combined value, respectively.

The value of mZ measured from positive leptons is correlated with the correspond-
ing extraction from the negative leptons. The p`T distributions for positive and negative
leptons are statistically independent, but the mT distributions share the same recon-
structed recoil event by event, and are statistically correlated. In both cases, the decay
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of the Z-boson induces a kinematical correlation between the distributions of positive
and negative leptons. The correlation is estimated by constructing two-dimensional `+
and `− distributions, separately for p`T and mT, fluctuating the bin contents of these
distributions within their uncertainties, and repeating the fits for each pseudodata
sample. The correlation values are −7% for the p`T distributions, and −12% for the
mT distributions.

The combined extraction of mZ from the p`T distribution yields a result compat-
ible with the reference value within 0.9 standard deviations. The difference between
the mZ extractions from positive and negative lepton distributions is compatible with
zero within 1.4 standard deviations. For the extraction from the mT distribution, the
compatibility with the reference value of mZ is at the level of 1.5 standard deviations.
Fits using the lepton pair invariant mass distribution agree with the reference, yielding
∆mZ = 1±3 MeV in the muon channel and ∆mZ = 3±5 MeV in the electron channel,
as expected from the calibration procedure. In summary, the consistency tests based
on the Z-boson sample agree with the expectations within the uncertainties. More
details about the Z-boson based cross checks can be found in [80].

6.1.3 Background determination

The W -boson event sample includes events from various background processes. Back-
ground contributions from Z-boson, W → τν, boson pair, and top-quark production
are estimated using simulation. Contributions from multijet production are estimated
with data-driven techniques.

The dominant sources of background contribution in the W → `ν sample are
Z → `` events, in which one of the two leptons escapes detection, and W → τν
events, where the τ decays to an electron or muon. These background contributions
are estimated using the Powheg+Pythia 8 samples after applying the modelling cor-
rections discussed in Section 3.3, which include NNLO QCD corrections to the angular
coefficients and rapidity distributions, and corrections to the vector-boson transverse
momentum. The Z → ee background represents 2.9% of the W+ → eν sample and
4.0% of the W− → eν sample. In the muon channel, the Z → µµ background rep-
resents 4.8% and 6.3% of the W+ → µν and W− → µν samples, respectively. The
W → τν background represents 1.0% of the selected sample in both channels, and the
Z → ττ background contributes approximately 0.12%. The normalisation of these pro-
cesses relative to the W -boson signal and the corresponding uncertainties are discussed
in Section 3.2. In the determination of the W -boson mass, the variations of mW are
propagated to the W → τν background templates in the same way as for the signal.

Similarly, backgrounds involving top-quark (top-quark pairs and single top-quark)
production, and boson-pair production are estimated using simulation, and normalisa-
tion uncertainties are assigned as discussed in Section 3.2. These processes represent
0.11% and 0.07% of the signal event selection, respectively.
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Inclusive multijet production in strong-interaction processes constitutes a signific-
ant source of background. A fraction of multijet events contains semileptonic decays
of bottom and charm hadrons to muons or electrons and neutrinos, and can pass the
W -boson signal selection. In addition, inclusive jet production contributes to the back-
ground if one jet is misidentified as electron or muon, and sizeable missing transverse
momentum is reconstructed in the event. In-flight decays of pions or kaons within the
tracking region can mimic the W -boson signal in the muon channel. In the electron
channel, events with photon conversions and hadrons misidentified as electrons can
be selected as W -boson events. Due to the small selection probability for multijet
events, their large production cross section, and the relatively complex modelling of
the hadronisation processes, the multijet background contribution cannot be estimated
precisely using simulation, and a data-driven method is used instead.

The estimation of the multijet background contribution follows similar procedures
in the electron and muon decay channels, and relies on template fits to kinematic
distributions in background-dominated regions. The analysis uses the distributions of
Emiss

T , mT, and the p`T/mT ratio, where jet-enriched regions are obtained by relaxing a
subset of the signal event-selection requirements. The first kinematic region, denoted
FR1, is defined by removing the Emiss

T and mT requirements from the event selection. A
second kinematic region, FR2, is defined in the same way as FR1, but by also removing
the requirement on uT. Multijet background events, which tend to have smaller values
of Emiss

T andmT than the signal, are enhanced by this selection. The p`T/mT distribution
is sensitive to the angle between the p`T and Emiss

T vectors in the transverse plane.
Whereas W -boson events are expected to peak at values of p`T/mT = 0.5, relatively
large tails are observed for multijet events.

Templates of the multijet background distributions for these observables are ob-
tained from data by inverting the lepton energy-isolation requirements. Contamination
of these control regions by EW and top production is estimated using simulation and
subtracted. In the muon channel, the anti-isolation requirements are defined from the
ratio of the scalar sum of the pT of tracks in a cone of size ∆R < 0.2 around the recon-
structed muon to the muon pT. The isolation variable pµ,cone

T , introduced in Section 3.4,
is required to satisfy c1 < pµ,cone

T /p`T < c2, where the anti-isolation boundaries c1 and
c2 are varied as discussed below. In order to avoid overlap with the signal region, the
lower boundary c1 is always larger than 0.1. In the electron channel, the scalar sum of
the pT of tracks in a cone of size ∆R < 0.4 around the reconstructed electron, defined
as pe,cone

T in Section 3.4, is used to define the templates, while the requirements on the
calorimeter isolation are omitted.

The multijet background normalisation is determined by fitting each of the Emiss
T ,

mT, and p`T/mT distributions in the two kinematic regions FR1 and FR2, using tem-
plates of these distributions based on multijet events and obtained with several ranges
of the anti-isolation variables. The multijet background in the signal region is determ-
ined by correcting the multijet fraction fitted in the FR1 and FR2 for the different
efficiencies of the selection requirements of the signal region. In the electron channel,
c1 is varied from 4GeV to 9GeV in steps of 1 GeV, and c2 is set to c2 = c1 + 1 GeV.
In the muon channel, c1 is varied from 0.1 to 0.37 in steps of 0.03, and c2 is set to
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c2 = c1 + 0.03. The results corresponding to the various observables and to the differ-
ent kinematic regions are linearly extrapolated in the isolation variables to the signal
regions, denoted by c1 = 0. Figure 6.7 illustrates the extrapolation procedure.
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Figure 6.7: Estimated number of multijet-background events as a function of the
lower bound of the isolation-variable range used to define the control regions, for (a)

electron and (b) muon decay channel. The estimation is performed for the two
regions FR1 and FR2 and three distributions Emiss

T , mT, and p`T/mT, as described in
the text. The linear extrapolations are indicated by the solid lines. The thick crosses
show the results of the linear extrapolation of the background estimate to the signal

region, including uncertainties from the extrapolation only. The thin crosses also
include the uncertainty induced by the contamination of the control regions by EW

and top-quark processes.

Corrections to the shape of the multijet background contributions in the distribu-
tions used to measure the W -boson mass are estimated with a similar procedure. The
kinematic distributions in the control regions are obtained for a set of anti-isolation
ranges, and parameterised with linear functions of the lower bound of the anti-isolation
requirement. The distributions are extrapolated to the signal regions accordingly.

Table 6.3 shows the summary of the background fractions in % for different W → `ν
event selection categories. The number of the W -boson events after each selection
requirement described in Section 3.5 for the data and MC signal are shown in Tables
A.1 and A.3 for the electron and muon channels respectively, while the selection on
backround samples is shown in Tables A.2 and A.4 for the electron and muon channels
respectively.

6.1.4 Systematics uncertainties

In this section a summary of the systematics uncertainties from the experimental and
theoretical corrections for the W -boson mass measurement is given, the detailed dis-
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Table 6.3: Background fractions in % for different W → `ν event selection
categories.

W → µν

Category W → τν Z → µµ Z → ττ Top Dibosons Multijet

W± 0.0 < |η| < 0.8 1.04 2.83 0.12 0.16 0.08 0.72
W± 0.8 < |η| < 1.4 1.01 4.44 0.11 0.12 0.07 0.57
W± 1.4 < |η| < 2.0 0.99 6.78 0.11 0.07 0.06 0.51
W± 2.0 < |η| < 2.4 1.00 8.50 0.10 0.04 0.05 0.50
W± all η bins 1.01 5.41 0.11 0.10 0.06 0.58
W+ all η bins 0.99 4.80 0.10 0.09 0.06 0.51
W− all η bins 1.04 6.28 0.14 0.12 0.08 0.68

W → eν

Category W → τν Z → ee Z → ττ Top Dibosons Multijet

W± 0.0 < |η| < 0.6 1.02 3.34 0.13 0.15 0.08 0.59
W± 0.6 < |η| < 1.2 1.00 3.48 0.12 0.13 0.08 0.76
W± 1.8 < |η| < 2.4 0.97 3.23 0.11 0.05 0.05 1.74
W± all η bins 1.00 3.37 0.12 0.12 0.07 1.00
W+ all η bins 0.98 2.92 0.10 0.11 0.06 0.84
W− all η bins 1.04 3.98 0.14 0.13 0.08 1.21

cussion for each source individually is beyond the scope of this thesis and can be found
in [80].

Systematics uncertainties due to the electron corrections

Uncertainties in the electron energy response corrections arise from the limited size
of the Z → ee sample, from the physics modelling of the resonance and from the
calibration algorithm itself. The physics modeling uncertainties include uncertainties
from missing higher-order EW corrections (dominated by the absence of lepton-pair
emissions in the simulation) and from the experimental uncertainty in mZ ; these effects
are taken as fully correlated with muon channel. Background contributions are small
and the associated uncertainty is considered to be negligible. Uncertainties related to
the calibration procedure are estimated by varying the invariant mass range used for
the calibration, and with a closure test. For the closure test, a pseudodata sample of
Z → ee events is obtained from the nominal sample by rescaling the electron energies
by known η-dependent factors; the calibration algorithm is then applied, and the meas-
ured energy corrections are compared with the input rescaling factors. These sources of
uncertainty constitute a subset of those listed in [78], where additional variations were
considered in order to generalise the applicability of the Z-boson calibration results
to electrons and photons spanning a wide energy range. The effect of these uncer-
tainties is averaged within the different η` categories. The overall relative energy-scale
uncertainty, averaged over η`, is 9.4×10−5 for electrons from Z-boson decays. Further-
more, possible differences in the energy response between electrons from Z-boson and
W -boson decays constitute a significant source of uncertainty. The linearity of the re-
sponse is affected by uncertainties in the intercalibration of the layers and in the passive
material and calorimeter read-out corrections. Additional uncertainties are assigned
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to cover imperfect electronics pedestal subtraction affecting the energy measurement
in the cells of the calorimeter, and to the modelling of the interactions between the
electrons and the detector material in Geant4. The contribution from these sources
to the relative energy-scale uncertainty is (3–12)× 10−5 in each η bin, and 5.4× 10−5

when averaged over the full η range after taking into account the correlation between
the η bins.

The reconstruction and identification efficiency corrections have a typical uncer-
tainty of 0.1–0.2% in the barrel, and 0.3% in the endcap. The trigger efficiency cor-
rections have an uncertainty smaller than 0.1%, and are weakly dependent on p`T.
The energy-isolation efficiency corrections have an uncertainty smaller than 0.2% on
average.

The charge mismeasurement is accounted as an additional source of uncertainty.
The rate of electron charge mismeasurement in simulated events rises from about 0.2%
in the barrel to 4% in the endcap. Since, estimation of charge mismeasurement in data
confirms these predictions within better than 0.1%, apart from the high |η`| region
where differences up to 1% are observed.

Systematics uncertainties due to the muon corrections

Uncertainties due to muon momentum scale and resolution corrections arise from
the choice of the fitting range, methodological biases, background contributions, theor-
etical modelling of Z-boson production, non-linearity of the corrections, and material
distribution in the ID. The uncertainty due to the choice of fitting range is estimated by
varying the range by ±10%, and repeating the correction procedure. The uncertainty
due to the fit methodology is estimated by comparing the template fit results with
an alternative approach, based on an iterative χ2 minimisation. Background contri-
butions from gauge-boson pair and top-quark pair production are estimated using the
simulation. The uncertainty in these background contributions is evaluated by varying
their normalisation within the theoretical uncertainties on the production cross sec-
tions. The uncertainty in the theoretical modelling of Z-boson production is evaluated
by propagating the effect of EW corrections to QED FSR, QED radiation of fermion
pairs, and other NLO EW corrections described in Section 3.3.1. The experimental un-
certainty in the value of the Z-boson mass used as input is also accounted for. These
sources of uncertainty are summed in quadrature, yielding an uncertainty δα in the
muon momentum scale correction of approximately 0.5 × 10−4. The systematic un-
certainty in the muon momentum scale due to the extrapolation from the Z → µµ
momentum range to the W → µν momentum range is estimated by evaluating mo-
mentum scale corrections as a function of 1/pT for muons in various |η| ranges. The
extrapolation uncertainty δα is parameterised as follows:

δα = p0 +
p1〈

p`T(W )
〉 ,

where
〈
p`T(W )

〉
is the average pT of muons in W -boson events, and p0 and p1 are

free parameters. If the momentum-scale corrections are independent of 1/pT, the fit-
ting parameters are expected to be p0 = p1 = 0. Deviations of p1 from zero indicate
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a possible momentum dependence. The fitted values of p1 are consistent with zero,
within two standard deviations of the statistical error. The corresponding systematic
uncertainty in mW is defined assuming, in each bin of |η|, a momentum non-linearity
given by the larger of the fitted value of p1 and its uncertainty. Uncertainties due
to imperfect knowledge of the material in the ID, and due to imperfect knowledge
of the detector geometry, are found to be small in comparison and considered neg-
ligible. The dominant systematic uncertainty in the momentum scale is due to the
extrapolation of the correction from the Z-boson momentum range to the W -boson
momentum range. The extrapolation uncertainty δα is (2–5)× 10−5 for |η`| < 2.0, and
(4–7) × 10−4 for |η`| > 2.0. Systematic uncertainties from other sources are relatively
small. The systematic uncertainty of the resolution corrections is dominated by the
statistical uncertainty of the Z-boson event sample, and includes a contribution from
the imperfect closure of the method. The latter is defined from the residual difference
between the standard deviations of the dimuon invariant mass in data and simulation,
after applying resolution corrections.

The dominant source of uncertainty in the determination of the muon efficiency
corrections is the statistical uncertainty of the Z-boson data sample. The largest
sources of systematic uncertainty are the multijet background contribution and the
momentum-scale uncertainty. The ID tracking efficiencies for muon candidates are
above 99.5% without any significant pT dependence, and the associated uncertainties
are not considered further.

Systematics uncertainties due to the hadronic recoil corrections

The systematics uncertainties from the hadronic recoil calibration procedure are
discussed in detail in Section 5.7.

Systematics uncertainties due to backgrounds

The uncertainties on EW and top-quark background estimation are arising from
the fraction and shape uncertainties. An uncertainty of 1.8% and 2.3% are assigned
to the W+/Z and W−/Z production cross-section ratios, respectively [169]. A relative
uncertainty of 0.2% is assigned to the normalisation of the W → τν samples with
respect to the W -boson signal sample, to account for the uncertainty in the τ -lepton
branching fractions to electrons and muons. The normalisation uncertainty for the
tt̄ sample is 3.9%, while 7% for the single top production processes. The samples
of events with massive gauge-boson pair production have an uncertainty of 10% to
cover the differences to the NNLO predictions. The shape uncertainties for boson-
pair production and top-quark production are considered negligible compared to the
uncertainties in their cross sections, given the small contributions of these processes to
the signal event selection, see Table 6.3.

The systematic uncertainty in the multijet background fraction is defined as half
of the largest difference between the results extrapolated from the different kinematic
regions and observables, as illustrated in Figure 6.7. The multijet background con-
tribution is estimated separately in all measurement categories. Uncertainties to the
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shape of the multijet background contributions in the distributions used to measure
the W -boson mass are estimated with a similar procedure.

Systematics uncertainties from higher order EW corrections

The uncertainty in the modelling of QED FSR is evaluated by comparing distribu-
tions obtained using the default LO photon emission matrix elements with predictions
obtained using NLO matrix elements, as well as by comparing Photos with an altern-
ative implementation available in Winhac. The differences are small in both cases,
and the associated uncertainty is considered negligible.

Other sources of EW corrections which are not included in the simulated event
samples, the interference between ISR and FSR QED corrections (IFI), pure weak cor-
rections due to virtual-loop and box diagrams, and final-state emission of lepton pairs,
are considered as systematic uncertainties. The NLO EW corrections are estimated us-
ing Winhac. The corresponding uncertainties are evaluated comparing the final state
distributions obtained including QED FSR only with predictions using the complete
NLO EW corrections in the α(0) and Gµ renormalisation schemes. The latter predicts
the larger correction and is used to define the systematic uncertainty.

Final-state lepton pair production, through γ∗ → `` radiation, is formally a higher-
order correction but constitutes a significant additional source of energy loss for the
W -boson decay products. This process is not included in the event simulation, and the
impact on the determination of mW is evaluated at particle level with Photos and
Sanc.

Systematics uncertainties due to the QCD modelling

The impact of the perturbative and non-perturbative modelling of the strong in-
teraction on the extraction of the W -boson mass is assessed through variations of the
model parameters of the predictions for the differential cross sections as functions of the
boson rapidity, transverse-momentum spectrum at a given rapidity, and angular coeffi-
cients, which correspond to the second, third, and fourth terms of the decomposition of
Equation 3.1, respectively. The parameter variations used to estimate the uncertainties
are propagated to the simulated event samples by means of the reweighting procedure
described in Section 3.3.

The imperfect knowledge of the PDFs affects the differential cross section as a
function of boson y, Ai, and the pWT distribution. The PDF contribution to the pre-
diction uncertainty is estimated with the CT10NNLO PDF set by using the Hessian
method [67]. There are 25 error eigenvectors, and a pair of PDF variations associated
with each eigenvector. Each pair corresponds to positive and negative 90% CL excur-
sions along the corresponding eigenvector. Symmetric PDF uncertainties are defined
as the mean value of the absolute positive and negative excursions corresponding to
each pair of PDF variations. The overall uncertainty of the CT10NNLO PDF set is
scaled to 68% CL by applying a multiplicative factor of 1/1.645. The effect of PDF
variations on the y distributions and Ai are evaluated with DYNNLO, while their im-
pact on the W -boson pT distribution is evaluated using Pythia 8 and by reweighting
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event-by-event the PDFs of the hard-scattering process, which are convolved with the
LO matrix elements. Only relative variations of the pWT and pZT distributions induced
by the PDFs are considered. The PDF variations are applied simultaneously to the
boson y, Ai, and pT distributions, and the overall PDF uncertainty is evaluated with
the Hessian method as described above. As an additional PDF uncertainty other PDF
sets are considered and the envelope of values of mW extracted with the MMHT2014
and CT14 NNLO PDF sets is added in quadrature after combining the W+ and W−

categories.

The effect of missing higher-order corrections on the NNLO predictions of the rapid-
ity distributions of Z bosons, and the pseudorapidity distributions of the decay leptons
of W bosons, is estimated by varying the renormalisation and factorisation scales by
factors of 0.5 and 2.0 with respect to their nominal value µR = µF = mV in the
DYNNLO predictions. The corresponding relative uncertainty in the normalised dis-
tributions is of the order of 0.1–0.3%, and significantly smaller than the PDF uncertain-
ties. These uncertainties are expected to have a negligible impact on the measurement
of mW , and are not considered further.

The effect of the LHC beam-energy uncertainty of 0.65% [208] on the fixed-order
predictions is studied. Relative variations of 0.65% around the nominal value of 3.5TeV
are considered, yielding variations of the inclusive W+ and W− cross sections of 0.6%
and 0.5%, respectively. No significant dependence as a function of lepton pseudorapid-
ity is observed in the kinematic region used for the measurement, and the dependence
as a function of p`T and mT is expected to be even smaller. This uncertainty is not
considered further.

The uncertainties in the Pythia 8 AZ tune parameters, are propagated to the
pWT predictions through the variations of the orthogonal eigenvector components of the
parameters error matrix [165]. The uncertainties due to model variations are largely
correlated between pWT and pZT and they are canceled.

Uncertainties due to variations of parton shower parameters that are not fitted to
the pZT measurement include variations of the masses of the charm and bottom quarks,
and variations of the factorisation scale used for the QCD ISR. The mass of the charm
quark is varied in Pythia 8, conservatively, by ±0.5 GeV around its nominal value
of 1.5 GeV. The mass of the bottom quark is varied in Pythia 8, conservatively,
by ±0.8 GeV around its nominal value of 4.8 GeV. The resulting variations have a
negligible impact on the transverse-momentum distributions of Z- and W -bosons, and
are not considered further.

The uncertainty due to higher-order QCD corrections to the parton shower is es-
timated through variations of the factorisation scale, µF, in the QCD ISR by factors of
0.5 and 2.0 with respect to the central choice µ2

F = p2T,0 + p2T, where pT,0 is an infrared
cut-off, and pT is the evolution variable of the parton shower [209]. Variations of the
renormalisation scale in the QCD ISR are equivalent to a redefinition of the initial
value of the strong coupling constant at the Z-boson mass used for the QCD ISR,
which is fixed from the fits to the pZT data. As a consequence, variations of the ISR
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renormalisation scale do not apply when estimating the uncertainty in the predicted
pWT distribution. Higher-order QCD corrections are expected to be largely correlated
between W -boson and Z-boson production induced by the light quarks, u, d, and s,
in the initial state. However, a certain degree of decorrelation between W - and Z-
boson transverse-momentum distributions is expected, due to the different amounts of
heavy-quark-initiated production, where heavy refers to charm and bottom flavours.
The physical origin of this decorrelation can be ascribed to the presence of independ-
ent QCD scales corresponding to the three-to-four flavours and four-to-five flavours
matching scales µc and µb in the variable-flavour-number scheme PDF evolution [210],
which are of the order of the charm- and bottom-quark masses, respectively. To assess
this effect, the variations of µF in the QCD ISR are performed simultaneously for all
light-quark qq̄ → W,Z processes, with q = u, d, s, but independently for each of the
cc̄ → Z, bb̄ → Z, and cq̄ → W processes, where q = d, s. The effect of the cq̄ → W
variations on the determination of mW is reduced by a factor of two, to account for the
presence of only one heavy-flavour quark in the initial state. Since the µF variations
affect all the branchings of the shower evolution and not only vertices involving heavy
quarks, this procedure yields a conservative estimate of the decorrelation between W -
and Z-boson transverse-momentum distributions arising from the independent µc and
µb scales in the PDF evolution.

The parton shower PDF uncertainty is estimated by comparing CT14, MMHT2014
and NNPDF2.3 of the LO PDF sets used in the parton shower The PDFs which give
the largest deviation from the nominal ratio of the pWT and pZT distributions are used
to estimate the uncertainty.

Two sources of uncertainty affecting the modelling of the angular coefficients are
considered. One source is defined from the experimental uncertainty of the Z-boson
measurement of the angular coefficients which is used to validate the NNLO predictions.
The uncertainty in the corresponding W -boson predictions is estimated by propagat-
ing the experimental uncertainty of the Z-boson measurement as follows. A set of
pseudodata distributions are obtained by fluctuating the angular coefficients within
the experimental uncertainties, preserving the correlations between the different meas-
urement bins for the different coefficients. For each pseudo-experiment, the differences
in the Ai coefficients between fluctuated and nominal Z-boson measurement results are
propagated to the corresponding coefficient in W -boson production. The correspond-
ing uncertainty is defined from the standard deviation of the mW values as estimated
from the pseudodata distributions. The other source of uncertainty is considered to ac-
count for the disagreement between the measurement and the NNLO QCD predictions
observed for the A2 angular coefficient as a function of the Z-boson pT, as discussed in
Section 3.3.2. The corresponding uncertainty in mW is estimated by propagating the
difference in A2 between the Z-boson measurement and the theoretical prediction to
the corresponding coefficient in W -boson production.
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6.1.5 Control distributions

The detector calibration and the physics modelling are validated by comparing data
with simulated W -boson signal and backgrounds for several kinematic distributions
that are insensitive to the W -boson mass. The comparison is based on a χ2 com-
patibility test, including statistical and systematic uncertainties, and the bin-to-bin
correlations induced by the latter. The systematic uncertainty comprises all sources
of experimental uncertainty related to the lepton and recoil calibration, and to the
background subtraction, as well as sources of modelling uncertainty associated with
EW corrections, or induced by the helicity fractions of vector-boson production, the
vector-boson transverse-momentum distribution, and the PDFs. Comparisons of data
and simulation for the η`, uT, and u`‖ distributions, in positive and negative W -boson
events, are shown in Figures 6.8 and 6.9 for the electron and muon decay channels,
respectively. Data and simulation agree for all distributions.

The comparison of data and simulation for kinematic distributions sensitive to
the value of mW provides further validation of the detector calibration and physics
modelling. The comparison is performed in all measurement categories. The η-inclusive
p`T, mT and Emiss

T distributions for positive and negative W bosons are shown in Figures
6.10 and 6.11 for the electron and muon decay channels, respectively. The value of mW

used in the predictions is set to the overall measurement result presented in the next
section. The χ2 values quantifying the comparison between data and prediction are
calculated over the full histogram range and account for all sources of uncertainty. The
bin-to-bin correlations induced by the experimental and physics-modelling systematic
uncertainties are also accounted for. Overall, satisfactory agreement is observed. The
deficit of data visible for p`T ∼ 40–42 GeV in the W+ → e+ν channel does not strongly
affect the mass measurement, as the observed effect differs from that expected from
mW variations. Cross-checks of possible sources of this effect were performed, and its
impact on the mass determination was shown to be within the corresponding systematic
uncertainties.

6.2 mass fits

This section presents the determination of the mass of the W boson from template
fits to the kinematic distributions of the W -boson decay products, as described in
Section 1.4.3. Measurements of mW are performed using the p`T and mT distributions,
separately for positive and negative W bosons, in three bins of |η`| in the electron decay
channel, and in four bins of |η`| in the muon decay channel, leading to a total of 28 mW

determinations. In each category, the value of mW is determined by a χ2 minimisation,
comparing the p`T and mT distributions in data and simulation for different values of
mW . The templates are generated with values of mW in steps of 1 to 10 MeV within a
range of ± 400 MeV, centred around the reference value of 80399 + b MeV used in the
MC signal samples, where b is an unknown blinding value. The statistical uncertainty
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Figure 6.8: The (a,b) η`, (c,d) uT, and (e,f) u`‖ distributions for (a,c,e) W+ events
and (b,d,f) W− events in the electron decay channel. The data are compared to the
simulation including signal and background contributions. Detector calibration and
physics-modelling corrections are applied to the simulated events. The lower panels

show the data-to-prediction ratios, the error bars show the statistical uncertainty, and
the band shows the systematic uncertainty of the prediction. The χ2 values displayed

in each figure account for all sources of uncertainty and include the effects of
bin-to-bin correlations induced by the systematic uncertainties.
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Figure 6.9: The (a,b) η`, (c,d) uT, and (e,f) u`‖ distributions for (a,c,e) W+ events
and (b,d,f) W− events in the muon decay channel. The data are compared to the

simulation including signal and background contributions. Detector calibration and
physics-modelling corrections are applied to the simulated events. The lower panels

show the data-to-prediction ratios, the error bars show the statistical uncertainty, and
the band shows the systematic uncertainty of the prediction. The χ2 values displayed

in each figure account for all sources of uncertainty and include the effects of
bin-to-bin correlations induced by the systematic uncertainties.
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Figure 6.10: The (a,b) p`T, (c,d) mT, and (e,f) Emiss
T distributions for (a,c,e) W+

events and (b,d,f) W− events in the electron decay channel. The data are compared
to the simulation including signal and background contributions. Detector calibration

and physics-modelling corrections are applied to the simulated events. For all
simulated distributions, mW is set according to the overall measurement result. The
lower panels show the data-to-prediction ratios, the error bars show the statistical

uncertainty, and the band shows the systematic uncertainty of the prediction. The χ2

values displayed in each figure account for all sources of uncertainty and include the
effects of bin-to-bin correlations induced by the systematic uncertainties.
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Figure 6.11: The (a,b) p`T, (c,d) mT, and (e,f) Emiss
T distributions for (a,c,e) W+

events and (b,d,f) W− events in the muon decay channel. The data are compared to
the simulation including signal and background contributions. Detector calibration

and physics-modelling corrections are applied to the simulated events. For all
simulated distributions, mW is set according to the overall measurement result. The
lower panels show the data-to-prediction ratios, the error bars show the statistical

uncertainty, and the band shows the systematic uncertainty of the prediction. The χ2

values displayed in each figure account for all sources of uncertainty and include the
effects of bin-to-bin correlations induced by the systematic uncertainties.
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is estimated from the half width of the χ2 function at the value corresponding to one
unit above the minimum.

Experimentally, the pT and mT distributions are affected by the lepton energy cal-
ibration. The mT distribution is also affected by the calibration of the recoil. The
pT distribution is broadened by the W -boson transverse-momentum distribution, and
are sensitive to the proton PDFs. Compared to pT, the mT distribution has larger
uncertainties due to the recoil, but smaller sensitivity to such physics modelling ef-
fects. Imperfect modelling of these effects can distort the template distributions, and
constitutes a significant source of uncertainties for the determination of mW .

In order to be sensitive to the Jacobian peak, and at the same time minimising a
possible bias from missprediction of the multijet background, the initial fitting ranges
are chosen to be 30−50 GeV for p`T and 65−100 GeV for mT. The first step is to check
the consistency between electron and muon channels, charges and pseudorapidity cat-
egories. The W -boson mass blinding is removed when the overall consistency between
different measurement categories is observed, as described in Section 1.4.3.

Figure 6.12 illustrates the pT and mT fit results as a function of lepton pseudorapid-
ity for electron and muon channels. The first point corresponds to h inclusive result.
The error bars correspond to statistical uncertainties only. Already without taking into
account the systematic uncertainties, a very good compatibility across channels and
categories can be seen.
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Figure 6.12: Blinded pT and mT fit results as a function of lepton pseudorapidity
for (a) electron and (b) muon channel, with the nominal event selection. Error bars

are statistical only. The result is given as a shift with respect to the assumed value of
mW in the MC, plus an unknown offset.
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6.2.1 Correlation between the fitting observables

To estimate the statistical correlation between the mW values extracted from the fit to
the p`T and mT distributions, a study with 1000 pseudo-datasets created from W → µν
events in MC is performed. This information is needed for the combination of the
mW value obtained with the two measurements. A pseudo-dataset is obtained by
weighting each MC event by a random sample from a Poisson distribution with mean
one. Figure 6.13 plots the mW value obtained from the fit of the mT against the fit to
the p`T distribution, for each of the 1000 pseudo-datasets
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Figure 6.13: The mW value obtained from a fit to the mT distribution against the
mW value obtained from a fit to the p`T distribution for 1000 pseudo-datasets.

One can see qualitatively that there is positive correlation between the two fitting
distributions, as expected. The sample correlation coefficient r, between sample pairs
(Xi, Yi) is defined with:

r =

∑N
i=1(Xi − X̄)(Yi − Ȳ )√∑N

i=1(Xi − X̄)2
√∑N

i=1(Yi − Ȳ )2
(6.1)

The sample pairs in Figure 6.13 give r = 0.51 ± 0.02, where the uncertainty arises
from the limited number of pseudo-datasets. The corresponding histograms for fits in
different lepton |η| ranges are given in Figure 6.14. Both, the pseudo-datasets and the
MC used for fitting, have the requirement on |η|.

A further study is performed to investigate how much can be gained in statistical
precision from the combination of the mW value from the p`T and mT fits. The mo-
tivation is that a second measurement can appear to be decorrelated from the first,
without adding additional information, so called fake decorrelation. The extreme ex-
ample would be a measurement of p`T (X) and of p`T plus a noise term (Y ). In this
scenario the correlation r would be equal to σX/σY , but the uncertainty on the com-
bination would be no smaller than σX .

The two methods used to estimate the statistical uncertainty on the combination
are now described and are found to give consistent results. Note that in the following
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Figure 6.14: The mW value obtained from a fit to the mT distribution against the
mW value obtained from a fit to the p`T distribution for 1000 pseudo-datasets. Each
plot corresponds to a different selection requirement on the lepton |η| with ranges

indicated on each plot.

the mW value from the p`T and mT fits are denoted as A and B respectively and their
combined value is denoted as C. The value of C is given by:

C = wA+ (1− w)B , (6.2)

where w is a weight to be determined. The error on C squared, σ2
C , is given with:

σ2
C = w2σ2

A + 2rw(1− w)σAσB + (1− w)2σ2
B , (6.3)

where r is the correlation value calculated previously. Equation 6.3 can be minimised
to get the value of w which gives the smallest uncertainty on the combination:

w =
σ2
B − rσAσB

σ2
A − 2rσAσB + σ2

B

. (6.4)

The example calculation used here is for the 0.0 < |η| < 2.4 category, where r = 0.524,
σA = 3.93 MeV for p`T fit, and σB = 4.83 MeV for mT fit. Therefore w = 0.71 and
σC = 3.727.

224



Chapter 6. Measurement of the W -boson Mass with the 7TeV data

A second way of calculating the value of σC is to again create a set of 1000 pseudo-
datasets from W → µν MC events and to combine the values of A and B for each
pseudo-dataset. This creates a set of 1000 combined values. There are two possible
choices for the values of σA and σB in this case, the first being the statistical uncertainty
on the fit to each pseudo-dataset. However since some events are lost when the Poisson
weight is set to 0, this is larger than the statistical uncertainty on the nominal MC.
Therefore a better value to use is the RMS of the 1000 pseudo-datasets.

An estimate for σC is given by the RMS of the set of 1000 values of C. Using again
the same |η| category and therefore with the same value of w as previously described,
the RMS of the set of 1000 values of C is 3.721, which is very similar to the direct
calculation.

The conclusion of this study is that a reduction in the statistical uncertainty from
3.93, taking the result from the p`T fit only to 3.72 from the combination of the p`T and
mT fits, is small, given a correlation, r, of only ≈ 50%. This suggests there is indeed
some small level of fake decorrelation between the p`T and mT fits.

6.2.2 Combination procedure

χ2 definition and least squares solution

The method described here is referred to as the BLUE method [12], summarized
for the case of N independent measurements of a single physical parameters. The χ2

to be minimized is defined as:

χ2 = (X − X̄)TC−1(X − X̄) (6.5)

where the vector X = {Xe
1 , ..., X

e
m;X

µ
1 , ..., X

µ
n} represents the measured values of mW

in the m+n = N electron and muon channels and categories; X̄ = {X̄, ..., X̄} contains
N times the average value to be determined, and C−1 is the full N × N covariance
matrix.

The χ2 minimization and combined uncertainty calculation is performed analytic-
ally. The solution is:

X̄ = (HTC−1H)−1HTC−1X, (6.6)

where H is, in the case of a single parameter of interest, a unit vector of size N :

H =

 1
...
1

 (6.7)

Finally, the combined covariance matrix is:

C̄ = (HTC−1H)−1. (6.8)
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Construction of the covariance matrices

The total covariance matrix can be written as:

C = Cstat +
∑
α

Cα. (6.9)

Cstat is a diagonal matrix containing the measurements statistical uncertainties, i.e.
Cstat

k,k = δXk, and Cstat
k 6=l = 0. The Cα are systematic uncertainty contributions.

Most systematic sources are described by a single nuisance parameter, which can
affect one or a larger subset of the measurements Xk. In this case, the covariance
matrix is constructed from the differences:

δXα
k = Xα

k −Xnom
k , (6.10)

where α labels the sources of uncertainty and k the measurements, and δXα
k reflects

the impact of the uncertainty variation α on measurement k. Finally,

Cα
k,l = δXα

k × δXα
l (6.11)

describes the covariance of measurements k, l under this variation.

In some special cases, where a given class of uncertainty source involves a large
number of nuisance parameters, it is more practical to propagate the uncertainties
with the toy MC method, where all nuisance parameters of the class are varied sim-
ultaneously. The random variations follow a gaussian distribution of mean zero and
width equal to the nuisance parameters uncertainties, and preserve correlations among
them if applicable. The uncertainty on each measurement is estimated from the spread
of the measurement results under the toy variations, and the covariance is calculated
explicitly:

Cα
k,l =

1

ntoys

ntoys∑
i=1

(Xα,i
k −Xnom

k )(Xα,i
l −Xnom

l ). (6.12)

Correlations between uncertainties

The systematic uncertainties have specific correlation patterns across the mW meas-
urement categories. Muon-momentum and electron-energy calibration uncertainties are
uncorrelated between the different decay channels, but largely correlated between the
p`T and mT distributions. Recoil calibration uncertainties are correlated between elec-
tron and muon decay channels, and they are small for p`T distributions. Uncertainties
in the normalisation of multijet, EW, and top-quark background processes are con-
sidered correlated across decay channels, boson charges and rapidity bins, whereas the
uncertainty in the shape of multijet background is considered uncorrelated between de-
cay channels and boson charges. The FSR theoretical uncertainties, and smaller effects
such as fermion pair radiation, ISR/FSR interference corrections and pure higher-order
weak (non QED) corrections are taken fully correlated between all categories. The
PDF uncertainties are largely correlated between electron and muon decay channels,
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but significantly anti-correlated between positive and negative W bosons. The anti-
correlation of the PDF uncertainties is due to the fact that the total light quark sea
PDF is constrained by the DIS experiments, while the u, d and s quark decomposition
of the sea is less precisely known. The experimental uncertainties of the AZ tune para-
meters, the variation of the c quark mass and the factorisation scale variation are taken
as fully correlated between the electron and the muon channels, positive and negative
W bosons and the pseudorapidity categories. The parton shower PDF uncertainty is
anti-correlated between positive and negative W bosons. The correlation between p`T
and mT is taken from Section 6.2.1. The overall measurement includes 117 separate
sources of uncertainty.

Due to the different balance of systematic uncertainties and to the variety of correl-
ation patterns, a significant reduction of the uncertainties in the measurement of mW is
achieved by combining the different decay channels and the charge and |η`| categories.
The measurement combination is performed in several ways:

• combining all measurement categories, separately for p`T and mT fits;

• combining the electron and muon channel results separately;

• combining all W+ and W− results separately;

• combining all measurement categories, including p`T and mT fits.

6.2.3 Results with the initial fitting range

The fitted mW values are given with respect to the MC W -boson mass plus an unknown
blinding value b, i.e. 80399 + b MeV. The fit results for all individual categories and
channels, including all uncertainties are given in Table 6.4 with the initial fitting range
30− 50 GeV for p`T and 65− 100 GeV for mT. In order to test the BLUE combination
method has been used, s cross-check these results is performed with the HERAverager
framework [211]. Both combinations yield equivalent results with χ2/NDF = 30.5/27,
i.e. a very good agreement of all individual measurements is observed. While the
PDF uncertainties for each individual measurement are in the order of 20− 35 MeV, a
significant reduction in the combined fit can be observed, coming from different impacts
of PDF uncertainty eigenvectors in the different categories and fit observables. In order
to test the compatibility of all channels, fit observables and categories further, several
combinations individually are shown in Table 6.5. All individual combinations have
very good χ2/NDF values, all close to one σ deviation. Moreover, all combined values
are consistent with each other. The good consistency between the electron and the
muon channel results indicate a correct modeling of the detector response, while the
agreement between the results for W+ and W− bosons are an additional confirmation
of the underlying physics modeling. The agreement between the p`T and mT fits tests
both, the physics and the detector response modeling.
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Table 6.4: Results of the fitted mass values given with respect to the MC W -boson
mass plus an unknown blinding value b in the electron and muon decay channels, for
positive and negative W bosons, in different lepton-|η| ranges, using the mT and p`T
distributions in the initial fitting range. The table shows the statistical uncertainties,
together with all experimental uncertainties, divided into muon-, electron-, recoil- and
background-related uncertainties, and all modelling uncertainties, separately for QCD

modelling including scale variations, parton shower and angular coefficients, EW
corrections, and PDFs. All uncertainties are given in MeV.

Channel Value Stat. Muon Elec. Recoil Back- QCD EW PDF’s Total
mT-Fit [MeV] Unc. Calib. Calib. Calib. grd. Unc.

W+ → µν, |η| < 0.8 7.9 28.0 13.6 0.0 14.3 7.4 10.0 3.4 29.1 46.8
W+ → µν, 0.8 < |η| < 1.4 -17.0 30.6 19.4 0.0 11.1 6.1 9.7 3.4 23.9 46.4
W+ → µν, 1.4 < |η| < 2.0 41.4 28.8 34.4 0.0 13.5 6.6 9.4 3.4 27.6 55.7
W+ → µν, 2.0 < |η| < 2.4 -42.3 38.7 113.9 0.0 13.7 9.0 8.5 3.4 33.4 126.2

W− → µν, |η| < 0.8 -8.9 29.5 12.8 0.0 10.6 7.7 9.6 3.4 31.5 48.0
W− → µν, 0.8 < |η| < 1.4 30.9 34.8 19.5 0.0 10.8 6.7 9.9 3.4 22.6 48.7
W− → µν, 1.4 < |η| < 2.0 -9.1 34.0 34.8 0.0 10.1 6.8 9.9 3.4 23.6 56.4
W− → µν, 2.0 < |η| < 2.4 -37.3 49.4 122.8 0.0 11.0 9.9 9.9 3.4 34.6 138.0

W+ → eν, |η| < 0.6 -25.5 28.2 0.0 22.7 13.4 15.2 10.0 3.4 29.2 51.8
W+ → eν, 0.6 < |η| < 1.2 -0.7 29.1 0.0 24.4 14.2 13.4 9.7 3.4 23.9 50.0
W+ → eν, 1, 8 < |η| < 2.4 -40.7 30.9 0.0 32.7 14.0 32.2 8.5 3.4 27.8 64.1

W− → eν, |η| < 0.6 57.9 30.1 0.0 19.3 10.1 14.8 9.6 3.4 32.1 52.3
W− → eν, 0.6 < |η| < 1.2 -85.9 31.5 0.0 22.8 9.8 12.0 9.9 3.4 24.3 49.5
W− → eν, 1.8 < |η| < 2.4 43.4 40.9 0.0 36.2 11.4 35.0 9.9 3.4 28.8 72.7

p`T-Fit

W+ → µν, |η| < 0.8 -33.5 19.4 13.0 0.0 1.2 6.0 13.4 6.0 28.6 40.3
W+ → µν, 0.8 < |η| < 1.4 4.8 21.9 19.5 0.0 0.6 5.1 13.5 6.0 24.6 41.4
W+ → µν, 1.4 < |η| < 2.0 71.9 20.3 34.6 0.0 1.0 5.3 12.6 6.0 29.3 51.8
W+ → µν, 2.0 < |η| < 2.4 -20.8 27.5 113.9 0.0 0.6 4.3 10.4 6.0 35.6 123.1

W− → µν, |η| < 0.8 32.3 20.5 12.2 0.0 1.4 5.8 12.1 6.0 31.2 42.0
W− → µν, 0.8 < |η| < 1.4 5.9 24.2 18.9 0.0 0.9 5.4 12.2 6.0 23.1 41.1
W− → µν, 1.4 < |η| < 2.0 -7.1 24.1 35.2 0.0 1.3 5.5 12.5 6.0 24.1 51.2
W− → µν, 2.0 < |η| < 2.4 -40.0 36.6 120.5 0.0 1.8 8.2 13.0 6.0 37.1 132.4

W+ → eν, |η| < 0.6 -34.7 19.7 0.0 24.4 1.1 7.9 13.4 5.3 28.7 45.6
W+ → eν, 0.6 < |η| < 1.2 -31.2 20.0 0.0 27.1 1.6 7.8 13.5 5.3 24.0 44.6
W+ → eν, 1, 8 < |η| < 2.4 -11.6 21.3 0.0 37.9 1.4 15.0 10.4 5.3 28.6 55.4

W− → eν, |η| < 0.6 -8.0 20.5 0.0 22.8 1.6 8.0 12.1 5.3 31.9 46.8
W− → eν, 0.6 < |η| < 1.2 -73.3 21.8 0.0 24.7 1.6 7.7 12.2 5.3 25.1 44.2
W− → eν, 1.8 < |η| < 2.4 54.5 27.1 0.0 38.2 1.6 14.4 13.0 5.3 27.2 57.8
Combined 0.6 5.7 7.6 6.6 3.8 5.5 11.8 5.0 10.1 21.1

In summary, the measured W -boson mass yields a value of:

mW = 80399 + 0.6 + b ± 5.7 (stat.) ± 12.0 (exp. syst.)± 16.3 (mod. syst.) MeV
= 80399 + 0.6 + b ± 21.1 MeV.

where the first uncertainty is statistical, the second corresponds to the experimental
systematic uncertainty, and the third to the physics modelling systematic uncertainty.
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Table 6.5: Results of the mW measurements for various combinations of categories.
The result is given with respect to the MC W -boson mass plus an unknown blinding
value b. The table shows the statistical uncertainties, together with all experimental

uncertainties, divided into muon-, electron-, recoil- and background-related
uncertainties, and all modelling uncertainties, separately for QCD modelling

including scale variations, parton shower and angular coefficients, EW corrections,
and PDFs. All uncertainties are given in MeV.

Combination Value Stat. Muon Elec. Recoil Back- QCD EW PDF’s Total χ2/NDF
of [MeV] Unc. Calib. Calib. Calib. grd. Unc. of Comb.

mT-Fit (W+) -7.1 11.8 8.7 7.3 13.3 9.2 9.6 3.4 17.1 30.5 2.1/6
mT-Fit (W−) 1.1 13.3 9.2 7.0 10.5 9.4 9.8 3.4 16.4 29.8 8.6/6
mT-Fit (W±) -1.0 9.4 8.2 5.6 11.6 8.2 9.7 3.4 10.3 24.5 14.4/13

p`T-Fit (W+) -11.5 8.5 7.4 9.4 1.1 5.5 12.6 5.7 16.9 27.0 3.8/6
p`T-Fit (W−) 6.0 9.5 8.0 8.9 1.2 5.7 12.4 5.7 15.9 26.7 8.0/6
p`T-Fit (W±) -1.1 6.5 7.4 7.1 1.1 5.2 12.6 5.8 10.1 21.6 16.6/13

p`T-Fit (e) -22.0 8.8 0 17.6 1.4 6.8 12.5 5.3 9.8 26.8 6.4/5
mT-Fit (e) -9.9 12.9 0 15.8 12.0 13.1 9.7 3.4 10.9 30.9 11.5/5

p`T-Fit (µ) 6.4 8.8 11.4 0 1.0 4.7 12.7 6.0 11.7 23.8 4.2/7
mT-Fit (µ) 2.8 12.5 11.9 0 11.6 5.9 9.8 3.4 11.3 26.5 2.2/7

Combined-Fit (W+) -11.4 7.3 7.7 8.8 4.1 6.2 11.8 5.0 16.9 26.4 6.9/13
Combined-Fit (W−) 6.1 8.1 8.3 8.5 3.9 6.6 11.7 4.9 15.8 30.0 14.1/13
Combined-Fit (W±) 0.6 5.7 7.6 6.6 3.8 5.5 11.8 5.0 10.1 21.1 30.5/27

6.2.4 Consistency checks

Measurements of mW based on the Emiss
T distributions are performed only as consist-

ency test. Further consistency tests are performed by repeating the measurement in
three intervals of < µ > to check the stability of the result with respect to different
pile-up conditions. This categorisation also tests the stability of mW with respect to
data-taking periods, as the later data-taking periods have on average more pile-up due
to the increasing LHC luminosity. The calibration of the recoil and the modelling of
the pWT distribution are tested by performing mW fits in two intervals of pWT and u`‖.The
analysis is also repeated with the Emiss

T requirement removed from the signal selection,
leading to a lower recoil modelling uncertainty but a higher multijet background con-
tribution. This consistency tests for the mW measurement are summarised in Table 6.6
for the η-inclusive measurements using p`T and mT fits in the electron and muon decay
channel. Only statistical uncertainties are shown. Consistent results are observed in
all measurement categories.

6.2.5 Optimisation of the fitting range

The stability of the mW for different fitting ranges has been studied, by changing the
upper and lower fit ranges of p`T and mT by up to 5 GeV in steps of 1 GeV. The extreme
cases are therefore:
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Table 6.6: Summary of consistency tests for the determination of mW in several
additional measurement categories. The ∆mW values correspond to the difference
between the result for each category and the inclusive result for the corresponding

observable (p`T or mT). The uncertainties correspond to the statistical uncertainty of
the fit to the data of each category alone. Fitting ranges of 30 < p`T < 50 GeV and

65 < mT < 100 GeV are used.

Decay channel W → eν W → µν Combined
Kinematic distribution p`T mT p`T mT p`T mT

< µ > in [2.5, 6.5] 8± 14 14± 18 −21± 12 0± 16 −9± 9 6± 12
< µ > in [6.5, 9.5] −6± 16 6± 23 12± 15 −8± 22 4± 11 −1± 16
< µ > in [9.5, 16] −1± 16 3± 27 25± 16 35± 26 12± 11 20± 19

uT in [0, 15]GeV 0± 11 −8± 13 5± 10 8± 12 3± 7 −1± 9
uT in [15, 30]GeV 10± 15 0± 24 −4± 14 −18± 22 2± 10 −10± 16

u`‖ < 0GeV 8± 15 20± 17 3± 13 −1± 16 5± 10 9± 12

u`‖ > 0GeV −9± 10 1± 14 −12± 10 10± 13 −11± 7 6± 10

No Emiss
T -cut 14± 9 −1± 13 10± 8 −6± 12 12± 6 −4± 9

• p`T fit ranges (nominal 30− 50 GeV): 30− 45 GeV...,35− 45 GeV,...35− 50 GeV

• mT fit ranges (nominal 65−100 GeV): 65−90 GeV...,70−90 GeV,...70−100 GeV

To compare the results obtained from different fitting ranges, the uncertainty on the
difference needs to be evaluated. This is done by calculating, for each source of uncer-
tainty, the quadratic difference between the two results for the statistical or systematic
dominated by the statistical effects: polarisation and multi-jet shape uncertainty, and
the linear difference for all other sources, and then summing quadratically over all
sources:

δ(mi
W −mj

W ) =

(∑
k

[
(δmi,k

W )2 − (δmj,k
W )2

]
+
∑
l

[
(δmi,l

W )− (δmj,l
W )
]2)1/2

(6.13)

where i, j label fit ranges, k the uncertainty sources for statistical, polarisation and
multi-jet shape, and l the other uncertainty sources. It should be noted, that highly
asymmetric fitting ranges, e.g. 30 − 45 GeV in p`T, are unnatural, as they potentially
enhance effects which would otherwise affect symmetrically the Jacobian peak of the
distributions.

The full scan of the fitting ranges is shown in Appendix B in Figures B.1 – B.4 with
the total uncertainty as a function of the fitting ranges and in Figures B.5 – B.8 for the
differences between the ranges. Figure 6.15 shows the dependence of the statistical and
systematic uncertainties on the fitting range for the fully combined result when only p`T
or mT range is variated. The dominating source of uncertainty is from the pWT modeling
which is becoming smaller when reducing the p`T range as can be observed on the left
plot of Figure 6.15. The fit results are stable when symmetric variation of the fitting
range, i.e. going from [30, 50] to e.g. [32, 48] is applied. This scenario seems to be the
most relevant one, as potential resolution effects are expected to similarly impact both
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sides of the p`T distribution. In addition, this scenarios always keep the Jacobean peak
position and therefore the most sensitive area in the center of the fitting range. In
addition, it is observed that the fit stability is also within expected uncertainties when
raising the lower bound of the fitting range by up to 5 GeV. For all the fitting ranges
the fully combined measurement result is within ≈ 2σ with respect to the nominal
value.
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(b)

Figure 6.15: Dependence of the statistical and systematic uncertainties on the
fitting ranges for the fully combined value of mW when only (a) p`T range and when
only (b) mT range is variated. The total uncertainty is represented with blue points.

The smallest value of the total uncertainty for the symmetric ranges is found to be
≈ 18.5 MeV for p`T range [32, 45] for allmT ranges. The fully combined measurement for
the p`T range [32, 45] and mT range [66, 99] is giving −11.6±18.5 MeV with χ2/NDF =
29.1/27, while for the nominal fit range we measure 0.6 ± 21.1MeV with χ2/NDF =
30.5/27. Then, the optimal fitting range, p`T range [32, 45] and mT range [66, 99] is
chosen as a reference for comparing the differences between the different fitting ranges.

Figure 6.16 shows measured values of mW for selected ranges of the p`T and mT

distributions, where only the uncorrelated statistical and systematic uncertainties with
respect to the optimal range are shown. The observed variations are all within two
standard deviations of the uncorrelated uncertainties, and small compared to the overall
uncertainty of the measurement, which is illustrated by the band on Figure 6.16. The
largest dependence on the kinematic ranges used for the fits is observed for variations
of the upper bound of the p`T distribution in the W+ → e+ν channel, and is related to
the shape of the data-to-prediction ratio for this distribution in the region 40 < p`T <
42 GeV, as discussed in Section 6.1.5.

6.2.6 Final results

After good performance of the mW measurement in different categories, the compatib-
ility between the electron and muon channel, as well as W+ and W− with p`T and mT
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(b)

Figure 6.16: Stability of the combined measurement of mW with respect to
variations of the fitting ranges of (a) p`T and (b)mT used for the template fits. The
optimal mT range is used for the p`T variations, and the optimal p`T range is used for
the mT variations. The uncorrelated statistical uncertainties are indicated with green
line, while the total uncorrelated uncertainties between the different fitting ranges are

shown as blue line. The difference is calculated comparing to the optimal fitting
range.

fits, the stability in the different < µ >, uT and u‖ bins and after choosing the fit range
with minimal uncertainty, the unblinding is performed. The random off-set parameter
is b = −17.9 MeV. Results in this section are shown with the unblinded results in the
range 32 < p`T < 45 GeV and 66 < mT < 99 GeV.

The determination of mW from the p`T and mT distributions in the various cat-
egories is summarised in Table 6.7, including an overview of statistical and systematic
uncertainties. The results are also shown in Figure 6.17. No significant differences
in the values of mW corresponding to the different decay channels and to the various
charge and |η`| categories are observed.

Lepton-calibration uncertainties are the dominant sources of experimental system-
atic uncertainty for the extraction of mW from the p`T distribution. These uncertainties
vary from about 15 MeV to about 35 MeV for most measurement categories, except
the highest |η| bin in the muon channel where the total uncertainty of about 120 MeV
is dominated by the muon momentum linearity uncertainty. The uncertainty in the
calibration of the recoil is the largest source of experimental systematic uncertainty for
the mT distribution, with a typical contribution of about 15 MeV for all categories. The
final measurement uncertainty is dominated by modelling uncertainties, with typical
values in the range 25–35 MeV for the various charge and |η`| categories.

An overview of the mW measurement combinations are summarised in Table 6.8
and illustrated in Figure 6.18. In the first step, determinations of mW in the electron
and muon decay channels from the mT distribution are combined separately for the
positive- and negative-charge categories, and together for both W -boson charges. The
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Table 6.7: Results of the mW measurements in the electron and muon decay
channels, for positive and negative W bosons, in different lepton-|η| ranges, using the

mT and p`T distributions in the optimised fitting range. The table shows the
statistical uncertainties, together with all experimental uncertainties, divided into
muon-, electron-, recoil- and background-related uncertainties, and all modelling

uncertainties, separately for QCD modelling including scale variations, parton shower
and angular coefficients, EW corrections, and PDFs. All uncertainties are given in

MeV.

Channel mW Stat. Muon Elec. Recoil Bckg. QCD EW PDF Total
mT-Fit [MeV] Unc. Unc. Unc. Unc. Unc. Unc. Unc. Unc. Unc.

W+ → µν, |η| < 0.8 80371.3 29.2 12.4 0.0 15.2 8.1 9.9 3.4 28.4 47.1
W+ → µν, 0.8 < |η| < 1.4 80354.1 32.1 19.3 0.0 13.0 6.8 9.6 3.4 23.3 47.6
W+ → µν, 1.4 < |η| < 2.0 80426.3 30.2 35.1 0.0 14.3 7.2 9.3 3.4 27.2 56.9
W+ → µν, 2.0 < |η| < 2.4 80334.6 40.9 112.4 0.0 14.4 9.0 8.4 3.4 32.8 125.5

W− → µν, |η| < 0.8 80375.5 30.6 11.6 0.0 13.1 8.5 9.5 3.4 30.6 48.5
W− → µν, 0.8 < |η| < 1.4 80417.5 36.4 18.5 0.0 12.2 7.7 9.7 3.4 22.2 49.7
W− → µν, 1.4 < |η| < 2.0 80379.4 35.6 33.9 0.0 10.5 8.1 9.7 3.4 23.1 56.9
W− → µν, 2.0 < |η| < 2.4 80334.2 52.4 123.7 0.0 11.6 10.2 9.9 3.4 34.1 139.9

W+ → eν, |η| < 0.6 80352.9 29.4 0.0 19.5 13.1 15.3 9.9 3.4 28.5 50.8
W+ → eν, 0.6 < |η| < 1.2 80381.5 30.4 0.0 21.4 15.1 13.2 9.6 3.4 23.5 49.4
W+ → eν, 1, 8 < |η| < 2.4 80352.4 32.4 0.0 26.6 16.4 32.8 8.4 3.4 27.3 62.6

W− → eν, |η| < 0.6 80415.8 31.3 0.0 16.4 11.8 15.5 9.5 3.4 31.3 52.1
W− → eν, 0.6 < |η| < 1.2 80297.5 33.0 0.0 18.7 11.2 12.8 9.7 3.4 23.9 49.0
W− → eν, 1.8 < |η| < 2.4 80423.8 42.8 0.0 33.2 12.8 35.1 9.9 3.4 28.1 72.3

pT-Fit

W+ → µν, |η| < 0.8 80327.7 22.1 12.2 0.0 2.6 5.1 9.0 6.0 24.7 37.3
W+ → µν, 0.8 < |η| < 1.4 80357.3 25.1 19.1 0.0 2.5 4.7 8.9 6.0 20.6 39.5
W+ → µν, 1.4 < |η| < 2.0 80446.9 23.9 33.1 0.0 2.5 4.9 8.2 6.0 25.2 49.3
W+ → µν, 2.0 < |η| < 2.4 80334.1 34.5 110.1 0.0 2.5 6.4 6.7 6.0 31.8 120.2

W− → µν, |η| < 0.8 80427.8 23.3 11.6 0.0 2.6 5.8 8.1 6.0 26.4 39.0
W− → µν, 0.8 < |η| < 1.4 80395.6 27.9 18.3 0.0 2.5 5.6 8.0 6.0 19.8 40.5
W− → µν, 1.4 < |η| < 2.0 80380.6 28.1 35.2 0.0 2.6 5.6 8.0 6.0 20.6 50.9
W− → µν, 2.0 < |η| < 2.4 80315.2 45.5 116.1 0.0 2.6 7.6 8.3 6.0 32.7 129.6

W+ → eν, |η| < 0.6 80336.5 22.2 0.0 20.1 2.5 6.4 9.0 5.3 24.5 40.7
W+ → eν, 0.6 < |η| < 1.2 80345.8 22.8 0.0 21.4 2.6 6.7 8.9 5.3 20.5 39.4
W+ → eν, 1, 8 < |η| < 2.4 80344.7 24.0 0.0 30.8 2.6 11.9 6.7 5.3 24.1 48.2

W− → eν, |η| < 0.6 80351.0 23.1 0.0 19.8 2.6 7.2 8.1 5.3 26.6 42.2
W− → eν, 0.6 < |η| < 1.2 80309.8 24.9 0.0 19.7 2.7 7.3 8.0 5.3 20.9 39.9
W− → eν, 1.8 < |η| < 2.4 80413.4 30.1 0.0 30.7 2.7 11.5 8.3 5.3 22.7 51.0
Combined 80369.5 6.8 6.6 6.4 2.9 4.5 8.3 5.5 9.2 18.5

results are compatible, and the positively charged, negatively charged, and charge-
inclusive combinations yield values of χ2/dof corresponding to 2/6, 7/6, and 11/13,
respectively. Compatibility of the results is also observed for the corresponding com-
binations from the p`T distribution, with values of χ2/dof of 5/6, 10/6, and 19/13, for
positively charged, negatively charged, and charge-inclusive combinations, respectively.
The χ2 compatibility test validates the consistency of the results in the W → eν and
W → µν decay channels. The precision of the determination of mW from the mT dis-
tribution is slightly worse than the result obtained from the p`T distribution, due to the
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Figure 6.17: Overview of the mW measurements in the (a) electron and (b) muon
decay channels. Results are shown for the p`T and mT distributions, for W+ and W−

boson events in the different |η`| categories. The coloured bands and solid lines show
the statistical and total uncertainties, respectively. The horizontal line and band

show the fully combined result and its uncertainty.

larger uncertainty induced by the recoil calibration. In addition, the impact of PDF-
and pWT -related uncertainties on the p`T fits is limited by the optimisation of the fitting
range. In the second step, determinations of mW from the p`T and mT distributions
are combined separately for the electron and the muon decay channels. The results
are compatible, with values of χ2/NDF of 4/5 and 8/5 in the electron channel for the
p`T and mT distributions, respectively, and values of 7/7 and 3/7 in the muon channel
for the p`T and mT distributions, respectively. The mW determinations in the electron
and in the muon channels agree, further validating the consistency of the electron and
muon calibrations. Agreement between the mW determinations from the p`T and mT

distributions supports the calibration of the recoil, and the modelling of the transverse
momentum of the W boson.

The combination of all the determinations of mW shown in Table 6.7 has a value
of χ2/NDF of 29/27, and yields a final result of

mW = 80369.5± 6.8 MeV(stat.)± 10.6 MeV(exp. syst.)± 13.6 MeV(mod. syst.)
= 80369.5± 18.5 MeV,

where the first uncertainty is statistical, the second corresponds to the experimental
systematic uncertainty, and the third to the physics-modelling systematic uncertainty.
The latter dominates the total measurement uncertainty, and it itself dominated by
strong interaction uncertainties. The experimental systematic uncertainties are dom-
inated by the lepton calibration; backgrounds and the recoil calibration have a smaller
impact. In the final combination, the muon decay channel has a weight of 57%, and the
p`T fit dominates the measurement with a weight of 86%. Finally, the charges contribute
similarly with a weight of 52% for W+ and of 48% for W−.

234



Chapter 6. Measurement of the W -boson Mass with the 7TeV data

Table 6.8: Results of the mW measurements for various combinations of categories.
The table shows the statistical uncertainties, together with all experimental
uncertainties, divided into muon-, electron-, recoil- and background-related
uncertainties, and all modelling uncertainties, separately for QCD modelling

including scale variations, parton shower and angular coefficients, EW corrections,
and PDFs. All uncertainties are given in MeV.

Combined Value Stat. Muon Elec. Recoil Bckg. QCD EW PDF Total χ2/NDF
categories [MeV] Unc. Unc. Unc. Unc. Unc. Unc. Unc. Unc. Unc. of Comb.

mT, W+, e-µ 80370.0 12.3 8.3 6.7 14.5 9.7 9.4 3.4 16.9 30.9 2/6
mT, W−, e-µ 80381.1 13.9 8.8 6.6 11.8 10.2 9.7 3.4 16.2 30.5 7/6
mT, W±, e-µ 80375.7 9.6 7.8 5.5 13.0 8.3 9.6 3.4 10.2 25.1 11/13

p`T, W+, e-µ 80352.0 9.6 6.5 8.4 2.5 5.2 8.3 5.7 14.5 23.5 5/6
p`T, W−, e-µ 80383.4 10.8 7.0 8.1 2.5 6.1 8.1 5.7 13.5 23.6 10/6
p`T, W±, e-µ 80369.4 7.2 6.3 6.7 2.5 4.6 8.3 5.7 9.0 18.7 19/13

p`T, W±, e 80347.2 9.9 0.0 14.8 2.6 5.7 8.2 5.3 8.9 23.1 4/5
mT, W±, e 80364.6 13.5 0.0 14.4 13.2 12.8 9.5 3.4 10.2 30.8 8/5
mT-p`T, W+, e 80345.4 11.7 0.0 16.0 3.8 7.4 8.3 5.0 13.7 27.4 1/5
mT-p`T, W−, e 80359.4 12.9 0.0 15.1 3.9 8.5 8.4 4.9 13.4 27.6 8/5
mT-p`T, W±, e 80349.8 9.0 0.0 14.7 3.3 6.1 8.3 5.1 9.0 22.9 12/11

p`T, W±, µ 80382.3 10.1 10.7 0.0 2.5 3.9 8.4 6.0 10.7 21.4 7/7
mT, W±, µ 80381.5 13.0 11.6 0.0 13.0 6.0 9.6 3.4 11.2 27.2 3/7
mT-p`T, W+, µ 80364.1 11.4 12.4 0.0 4.0 4.7 8.8 5.4 17.6 27.2 5/7
mT-p`T, W−, µ 80398.6 12.0 13.0 0.0 4.1 5.7 8.4 5.3 16.8 27.4 3/7
mT-p`T, W±, µ 80382.0 8.6 10.7 0.0 3.7 4.3 8.6 5.4 10.9 21.0 10/15

mT-p`T, W+, e-µ 80352.7 8.9 6.6 8.2 3.1 5.5 8.4 5.4 14.6 23.4 7/13
mT-p`T, W−, e-µ 80383.6 9.7 7.2 7.8 3.3 6.6 8.3 5.3 13.6 23.4 15/13
mT-p`T, W±, e-µ 80369.5 6.8 6.6 6.4 2.9 4.5 8.3 5.5 9.2 18.5 29/27

The presented results can be used to derive a measurement of the mass difference
between the positive and negativeW bosons, mW+−mW− . Starting from themW meas-
urement results in the 28 categories described above, 14 measurements of mW+ −mW−

can be constructed by subtraction of the results obtained from theW+ andW− samples
in the same decay channel and |η| category. In practice, the mW values measured in
W+ andW− events are subtracted linearly, as are the effects of systematic uncertainties
on these measurements, while the uncertainty contributions of a statistical nature are
added in quadrature. Contrarily to the mW measurement discussed above, no blind-
ing procedure was applied for the measurement of mW+ − mW− . The uncertainties
that are anti-correlated between W+ and W− and largely cancel for the mW meas-
urement become dominant when measuring mW+ − mW− . On the physics-modelling
side, the fixed-order PDF uncertainty and the parton shower PDF uncertainty give the
largest contributions, while other sources of uncertainty only weakly depend on charge
and tend to cancel. Among the sources of uncertainty related to lepton calibration,
the track sagitta correction dominates in the muon channel, whereas several residual
uncertainties contribute in the electron channel. Most lepton and recoil calibration
uncertainties tend to cancel. Background systematic uncertainties contribute as the Z
and multijet background fractions differ in the W+ and W− channels. The dominant
statistical uncertainties arise from the size of the data and MC signal samples, and of
the control samples used to derive the multijet background. The fully combined result
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is:

mW+ −mW− = −29.2± 12.8MeV(stat.)± 7.0MeV(exp. syst.)± 23.9MeV(mod. syst.)
= −29.2± 28.0MeV,

where the first uncertainty is statistical, the second corresponds to the experimental
systematic uncertainty, and the third to the physics-modelling systematic uncertainty.
The current world average result is mW+ −mW− = −0.2± 0.6 GeV [12]. This results
is the most precise measurement of the mW+ −mW− .
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Figure 6.18: Overview of the mW determinations from the p`T and mT distributions,
and for the combination of the p`T and mT distributions, in the muon and electron

decay channels and for W+ and W− events. The horizontal lines and bands show the
statistical and total uncertainties of the individual mW determinations. The

combined result for mW and its statistical and total uncertainties are also indicated
(vertical line and bands).

6.2.7 Discussion

Obtained result for the W -boson mass measurement with the ATLAS experiment is:

mW = 80370± 19 MeV,

which is in agreement with the current world average value of mW = 80385± 15 MeV
[12], and has a precision comparable to the currently most precise single measurements
of the CDF and D0 collaborations [56, 57], which are presented in Section 1.2.3.
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When comparing the mW measurement with the ATLAS and CDF experiments,
see Tables 6.7 and 1.2, the total uncertainty is 19 MeV in both measurements. The
difference in theW -boson event selection is in the cut on the hadronic recoil distribution
which is uT < 15 GeV and uT < 30 GeV in the CDF and ATLAS measurements
respectively, the recoil resolution is worse in the ATLAS measurement due to larger pile-
up. The ATLAS measurement is mainly done using the p`T distribution, with the weight
of 86%, while the CDF measurement is mainly done with the mT distribution with the
weight of 53% and it also uses the Emiss

T distribution with the weight of 16%. The fitting
ranges for the CDF measurement are 32 < p`T < 48 GeV and 65 < mT < 90 GeV, while
for the ATLAS measurement are 32 < p`T < 45 GeV and 66 < mT < 99 GeV. Because
of the larger sample, the ATLAS measurement has smaller statistical uncertainty. The
uncertainties due to PDF and lepton calibration are similar in both measurements,
while the uncertainty due to hadronic recoil is bigger for the ATLAS mT measurement.

An overview of the different mW measurements is shown in Figure 6.19. The com-
patibility of the measured value of mW in the context of the global electroweak fit is
illustrated in Figures 6.20 and 6.21. Figure 6.20 compares the present measurement
with earlier results, and with the SM prediction updated with regard to [39] using recent
measurements of the top quark and Higgs boson masses, mt = 172.84± 0.70 GeV [43]
and mH = 125.09 ± 0.24 GeV [45]. This update gives a numerical value for the SM
prediction of mW = 80356±8 MeV. The corresponding two-dimensional 68% and 95%
confidence limits for mW and mt are shown in Figure 6.21, and compared to the present
measurement of mW and the average of the top-quark mass determinations performed
by ATLAS [43].
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Figure 6.19: The measured value of mW is compared to other published results,
including measurements from the LEP experiments ALEPH, DELPHI, L3 and

OPAL [51–54], and from the Tevatron collider experiments CDF and D0 [56, 57]. The
vertical bands show the statistical and total uncertainties of the ATLAS

measurement, and the horizontal bands and lines show the statistical and total
uncertainties of the other published results. Measured values of mW for positive and

negative W bosons are also shown.
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Figure 6.20: The present measurement of mW is compared to the SM prediction
from the global electroweak fit [39] updated using recent measurements of the

top-quark and Higgs-boson masses, mt = 172.84± 0.70 GeV [43] and
mH = 125.09± 0.24 GeV [45], and to the combined values of mW measured at

LEP [55] and at the Tevatron collider [58].
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Figure 6.21: The 68% and 95% confidence-level contours of the mW and mt indirect
determination from the global electroweak fit [39] are compared to the 68% and 95%
confidence-level contours of the ATLAS measurements of the top-quark and W -boson

masses. The determination from the electroweak fit uses as input the LHC
measurement of the Higgs-boson mass, mH = 125.09± 0.24 GeV [45].
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6.3 prospects for the future

The result of the W -boson mass measurement is presented in previous section. For
presented measurement only a part of the data collected during Run-1 is used. The
mW uncertainty from the global electroweak fit is 8 MeV, which represents a natural
target for the precision of the experimental measurement of the mass of the W boson.
The current measurement ofmW is dominated by the theoretical uncertainty. The PDF
uncertainties can be reduced when including precision inclusive rapidity measurement
of the Z and W bosons [169], which is in the

√
s = 7 TeV measurement used only for

validation. Improved QCD and EW predictions for DY production, are crucial for the
future measurements of the mW .

6.3.1 Prospects for the W -boson mass measurement
using 8 TeV and 13 TeV data

Large samples of data are collected by the ATLAS experiment during 2012 data-taking
at

√
s = 8 TeV, almost four time more data than in 2011, as shown in Chapter 2. During

Run-2, at
√
s = 13 TeV, in 2015 and 2016, even more data is collected, corresponding

to an integrated luminosity of 36.1 fb−1, additional 45 fb−1 is planed to be collected per
year during 2017 and 2018 data-taking. The collected data can be used for new mW

measurements. Since at
√
s = 8 TeV and

√
s = 13 TeV the number of collected W - and

Z-boson candidates is much higher, with a higher statistics calibration samples there
is a possible reduction of experimental systematics uncertainties. However, the pile-up
for the data collected at

√
s = 8 TeV and during 2016 at

√
s = 13 TeV is higher than

for the
√
s = 7 TeV, as shown in Chapter 2, the average < µ > is < µ >= 9.1 and

< µ >= 20.7 for the data collected at
√
s = 7 TeV and

√
s = 8 TeV, respectively, while

< µ >= 13.7 and < µ >= 24.2 for the data collected a
√
s = 13 TeV, during 2015 and

2016 respectively.

Due to higher pile-up, for the future mW measurement at
√
s = 8 TeV and

√
s =

13 TeV different hadronic recoil algorithm must be used. The performance of differ-
ent hadronic recoil algorithms is shown in Chapter 5. Another improvement for the
hadronic recoil is possible by using the particle flow algorithm which showed good per-
formance in high pile-up conditions [212]. The calibration procedure will the same as
for the

√
s = 7 TeV mW measurement described in Section 5.5. Therefore, the mT dis-

tribution will be more affected than the p`T distribution. As a consequence, the precise
electron and muon calibration is more important at

√
s = 8 TeV and

√
s = 13 TeV

mW measurements.

In summary, measurements of mW with 8TeV and 13TeV data, will reduce the
statistical uncertainty, but due to higher pile-up the hadronic recoil and the background
will be more challenging to control. On the other hand, the mW measurement at√
s = 13 TeV probes a different region of the PDFs, and there is a small correlation with
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the
√
s = 7 TeV measurement, therefore a possible reduction of the total uncertainty

is in the combination of the mW measurements at
√
s = 7 TeV and

√
s = 13 TeV.

6.3.2 Direct measurement of the W -boson transverse momentum
with low pile-up data

As demonstrated, one of the main contributions to the mW uncertainty arises from the
modeling of the pWT . The low pWT region is sensitive to the ISR and non perturbative
effects while the high pWT region is more sensitive to the perturbative effects, as discussed
in Section 3.3.3. The last measurement of the W -boson transverse momentum was with
the data collected during 2010 by the ATLAS detector at the LHC [175]. For this pWT
measurement, there is only 2-3 bins for the low pWT part of the distribution as shown
in Figure 3.1, which is the most relevant for the mW measurement. The

√
s = 7 TeV

mW measurement uses the W - to Z-boson pT ratio to model the pWT , as described in
Section 3.3. A percent level accuracy is needed for the low pWT region in order to improve
theoretical prediction of the W - to Z-boson ratio. For future mW measurements, in
order to reduce the total uncertainty, a precise measurement of the pWT distribution
is needed. The standard unfolding method leads to higher uncertainties of 3 to 5 %
and coarse pWT bins [175]. The reduction of uncertainties is possible with the direct
measurement of the pWT by finding a 3 of 4 parameter function to fit the pWT distribution.
On the other hand, the pWT distribution is very sensitive to the pile-up conditions, as
discussed in Chapter 5. Therefore, one can benefit from the measurement of the pWT in
low pile-up conditions.

As discussed in Chapter 5, the hadronic recoil distribution is reconstructed from
energies in topo-clusters. The basic observable controlling the topo-cluster formation is
the cell signal significance which is defined as the ratio of the cell signal to the average
expected noise in this cell estimated for each run year independently. The cell noise
thresholds are set to an average of µ = 0, µ = 8 and µ = 30 additional proton–proton
interactions per bunch crossing during 2010, 2011 and 2012 data-taking, respectively
[180]. These configurations are choices based on the expected average < µ > for
the run year. They are needed to be made before the data-taking has started, to
allow for a fast reconstruction of the collected data. With the change of < µ >
during the data-taking period, this threshold is only optimal for the small subset of
recorded data with < µ >= µ. If < µ >< µ the calorimeter sensitivity is reduced
because the noise threshold is too large. On the other hand, if < µ >> µ, the noise
suppression is not optimal, leading to more noise contributions to the topo-cluster
signals. Therefore, the main question is how to optimise the parameters of a low
luminosity running period, since there is the trade-off between the value < µ > and
the running time needed to accumulate a given integrated luminosity for precise enough
measurement. To understand this, 1 million Z- and W -boson decays to electrons and
muons are simulated in different pile-up conditions. These events have been digitised
with a µ = 0.01, 1, 2, 4, 8 pile-up events superimposed. All of these files have been
finally reconstructed using reconstruction optimised for < µ > = 0.01, 1, 2, 4, 8,
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leading to a final set of 25 combinations of µ values at the digitisation stage and at
the reconstruction stage. For each of there 25 combination the performance of the
hadronic recoil is studied. Figure 6.22 shows the recoil distribution for the Z-boson
events with all 25 combinations of the µ values. The resolution of the hadronic recoil
is very sensitive to the pile-up conditions and for < µ >= 8 the recoil distribution is
too wide, results are similar for the W -boson events. While the recoil resolution is very
sensitive to the reconstructed < µ >, the variation of the cell noise threshold µ does
not affect the recoil resolution. The optimal conditions for the pWT measurement can
be achieved with < µ >= 4. Integrated luminosity of 150 − 200 pb−1 corresponds to
about 1 million W -boson candidates, which can be collected during about 10 days of
data-taking at

√
s = 13 TeV with µ = 4.
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Figure 6.22: The hadronic recoil distribution for Z boson events in different pile-up
conditions: (a) < µ >= 1 and < µ >= 2 (b) < µ >= 4 and (c) < µ >= 8. The cell
noise threshold µ is varied for each value of reconstructed < µ >. The black line

represents, as a reference, the hadronic recoil distribution with µ = 0. The mean and
RMS values are indicated on the plots.

241



Conclusion

This thesis describes the W -boson mass measurement with data collected during 2011
in proton–proton collisions at a centre-of-mass energy of

√
s = 7 TeV at the LHC with

the ATLAS detector. The W -boson events are detected through their leptonic decay in
electron and muon channels. The W -boson candidates are selected by requiring exactly
one lepton (electron or muon) with high transverse momentum and the presence of the
large missing transverse energy in the event, originating from the neutrino. The mass of
the W boson (mW ) is measured from sensitive observables which have a sharp Jacobian
peak: the lepton transverse momentum (p`T) and the W -boson transverse mass (mT).
The χ2 minimisation is used to determine the W -boson mass by comparing p`T and mT

distributions in the data to the set of corresponding template distributions generated
from the simulation with different values of mW .

The muon momentum calibration is performed with the data collected in proton–
proton collisions at

√
s = 7 TeV and

√
s = 8 TeV with the ATLAS detector. The muon

momentum scale and resolution is studied in detail with a large calibration samples of
J/ψ → µµ and Z → µµ decays. The J/ψ → µµ studies show the importance of the
energy loss corrections. The correction procedure is based on the template fitting of the
J/ψ → µµ and Z → µµ invariant mass distributions in bins of pseudorapidity (η) to
extract the inner detector muon momentum corrections, while the muon spectrometer
momentum corrections have been extracted by fitting the invariant mass distributions
and the inner detector and muon spectrometer relative momentum difference in bins of
muon pseudorapidity, separately for large and small sectors in the muon spectrometer.
The corrections have been derived for the momentum measurements in the inner de-
tector and in the muon spectrometer separately. The corrections for the combined
muons are then obtained by combining the corrections for inner detector and muon
spectrometer momentum according to their relative weight in the determination of the
combined momentum. The obtained results are validated with independent analysis
using J/ψ → µµ, Υ → µµ and Z → µµ decays in bins of muon pseudorapidity, azimuth
and transverse momentum. The uncertainties on the muon momentum scale increase
with |η|. The combined muon momentum scale is measured with a precision of a 0.05%
for |η| < 1, which changes up to 0.2% for |η| > 2.3. The dimuon resolution is from 1.2%
for low pT up to 2% for pT = 100 GeV for the central region (|η| < 1), while for |η| > 1
the dimuon resolution is in range from 2% for low pT up to 3% for pT = 100 GeV. The
relative uncertainty on the measured dimuon resolution is from 3% to 10% depending
on the pseudorapidity and transverse momentum.

The muon momentum calibration is used for the Higgs-boson mass measurement
based on the data from proton-proton collisions during 2011 and 2012. Due to an
excellent calibration of the muon momentum (as well as electron energy), the total
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uncertainty for the Higgs-boson mass measurement is completely dominated by the
statistics of a given sample, yielding to a muon momentum uncertainty of 10 MeV
from the total of 180 MeV.

An important quantity for the W -boson mass measurement is the hadronic recoil,
from which the magnitude and the direction of the neutrino form the W -boson de-
cay can be estimated. The hadronic recoil represents the vector sum of all energy
depositions in the calorimeter except the energy associated to the charged lepton.
The calibration of the hadronic recoil is performed in the following way. First, the
modeling of the overall event activity in the simulation is corrected, then the residual
differences in the recoil response and resolution are derived using Z-boson events in
data, and transferred to the W -boson sample. The calibration is performed in bins
of boson transverse momentum and the total reconstructed transverse energy in the
calorimeter. The hadronic recoil calibration procedure is sensitive to the uncertainty
on the scale factor applied to the average number of proton–proton interactions per
bunch crossing, uncertainties due to the W -boson transverse momentum dependence
of the Smirnov transform of the total reconstructed transverse energy in the calori-
meter, uncertainties on the correction of the average value of the x and y component
of the hadronic recoil and the expected differences in the recoil response between Z-
and W -boson events. The total uncertainty due to hadronic recoil calibration is about
3 MeV for the p`T measurement and about 13 MeV for the mT measurement, which
gives 3 MeV uncertainty to the final W -boson mass measurement after combining p`T
and mT measurements for electron and muon channels.

The final experimental corrections and the physics modeling are applied to the W -
boson candidates. The W -boson mass measurement is obtained from the combination
of various measurements performed in the electron and muon decay channels, and in
charge- and pseudorapidity-dependent categories. Then, an optimal fitting range is
found by minimising the total expected measurement uncertainty. For the final result,
the fit ranges of 32 < p`T < 45 GeV and 66 < mT < 99 GeV are used. The individual
measurements of the extracted W -boson mass are found to be consistent and their
combination yields a value of

mW = 80369.5± 6.8 MeV(stat.)± 10.6 MeV(exp. syst.)± 13.6 MeV(mod. syst.)
= 80370± 19 MeV,

where the first uncertainty is statistical, the second corresponds to the experimental
systematic uncertainty, and the third to the physics modeling systematic uncertainty.
The obtained result is in agreement with the current world average value of mW =
80385± 15 MeV, and with the Standard Model prediction form the global electroweak
fit mW = 80358±8 MeV. The ATLAS measurement is at the same level of precision as
the CDF and D0 measurements at the Tevatron. The dominate source of uncertainty
is due to the modeling of the W -boson transverse momentum. Further improvement in
the precision of the W -boson mass measurement is possible by constraining the parton
distribution function uncertainty with the precise measurements of Z- and W -boson
rapidity distributions, and the measurement of the W -boson transverse momentum,
especially the low-pT region.
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ACut-flow tables for the W -boson
event selection

The cut-flows for data and MC signal samples, based on the event selection described
in Section 3.5, are shown in Tables A.1 and A.3 for the electron and muon channels
respectively. The cut-flows for MC background samples are shown in Tables A.2 and
A.4 for the electron and muon channels respectively. All MC cut-flows are scaled
to an integrated luminosity of 4.6 fb−1 and 4.1 fb−1 for electron and muon channel
respectively. The muon isolation cut is shown as part of muon selection while for the
electron the isolation is explicitly shown. After all selection criteria applied there is
5.89 and 7.84 million W -boson candidates in electron and muon channel respectively.

Table A.1: Cut-flow in the W → eν channel in the signal region.

Cut Data W+ → eν W− → eν
Nevt Nevt Cut efficiency [%] Nevt Cut efficiency [%]

No cut 185039772 29129499 100.000 20092555 100.000
Primary Vertex 184249665 28998609 99.551 20014265 99.610
GRL 167449232 28998609 99.551 20014265 99.610
Trigger 153832216 13838494 47.507 8929879 44.444
peT > 30 GeV 22902461 7589574 26.055 5292189 26.339
Veto tight++ 16902915 6077780 20.865 4295834 21.380
One tight++ 16233973 6077664 20.864 4295749 21.380
Trigger Matching 16164844 6077518 20.864 4295640 21.379
Jet Cleaning 16147902 6075311 20.856 4294135 21.372
LAr simple veto 16105063 6069418 20.836 4289625 21.349
Isolation (calorimeter) 14198159 5998321 20.592 4237721 21.091
Isolation (track) 12830863 5866093 20.138 4145913 20.634
uT < 30 GeV 8390077 4405066 15.122 3090832 15.383
mT > 60 GeV 6681997 3699439 12.700 2637380 13.126
Emiss

T > 30 GeV 5885241 3278533 11.255 2335603 11.624
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Cut-flow tables for the W -boson event selection

Table A.2: Cut-flow in the W → eν channel for background processes. The
numbers represents number of events normalised according to the cross sections listed

in Table 3.1 and normalised to the integrated luminosity of the data sample.

Cut W → τν Z → ee top WW/WZ/ZZ Z → ττ

No cut 7041098 4546477 871755 134852 1195589
Primary Vertex 7003917 4525771 871377 134588 1191224
GRL 7003917 4525771 871377 134588 1191224
Trigger 848239 3163313 217990 44386 173267
peT > 30 GeV 238701 2101526 147363 29192 56279
Veto tight++ 193059 1562570 124684 23224 45550
One tight++ 193044 929921 120716 20395 44636
Trigger Matching 193038 924780 120679 20374 44629
Jet Cleaning 192957 924096 120529 20348 44559
LAr simple veto 192533 914458 118669 20197 44365
Isolation (calorimeter) 190571 901816 114706 19761 43890
Isolation (track) 186783 880120 106641 18904 42965
uT < 30 GeV 106568 332214 11833 5979 17372
mT > 60 GeV 67357 229545 10319 5172 8438
Emiss

T > 30 GeV 58453 196292 9317 4654 6855

Table A.3: Cut-flow in the W → µν channel in the signal region.

Cut Data W+ → µν W− → µν
Nevt Nevt Cut efficiency [%] Nevt Cut efficiency [%]

No cut 154532753 29129499 100.000 20092555 100.000
GRL 140976111 29129499 100.000 20092555 100.000
Primary Vertex 139003866 28956395 99.406 19991586 99.497
Trigger 116109480 14838771 50.941 9035835 44.971
Muon Selection 42951700 12713212 43.644 7903333 39.335
Muon Veto 41153751 12713068 43.643 7903195 39.334
Trigger Matching 41044423 12710370 43.634 7901520 39.326
Jet Cleaning 40996618 12705864 43.619 7898825 39.312
LAr simple veto 40915645 12694963 43.581 7891061 39.274
pµT > 30 GeV
and remove L3+L4 16077674 7670767 26.333 5181689 25.789
uT < 30 GeV 10811788 5814759 19.962 3894645 19.384
mT > 60 GeV 8851402 4885304 16.771 3322739 16.537
Emiss

T > 30 GeV 7844778 4342572 14.908 2950049 14.682
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Cut-flow tables for the W -boson event selection

Table A.4: Cut-flow in the W → µν channel for background processes. The
numbers represents number of events normalised according to the cross sections listed

in Table 3.1 and normalised to the integrated luminosity of the data sample

Cut W → τν Z → µµ top WW/WZ/ZZ Z → ττ

No cut 7041098 4546477 871755 134852 1195589
GRL 7041098 4546477 871755 134852 1195589
Primary Vertex 7003914 4519068 871377 134588 1191224
Trigger 1319622 3304329 230939 45372 249997
Muon Selection 912106 3102010 181127 38989 179908
Muon Veto 912084 1423848 172580 34813 175628
Trigger Matching 911863 1369356 170252 34646 175123
Jet Cleaning 911546 1365933 170045 34604 174768
LAr simple veto 910452 1364188 167347 34396 174181
pµT > 30 GeV
and remove L3+L4 242669 839816 118148 23370 54751
uT < 30 GeV 142062 577069 13784 7688 22405
mT > 60 GeV 90351 476111 11859 6652 10715
Emiss

T > 30 GeV 78674 420111 10666 5971 8721
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BFitting range scans

Figures B.1 – B.4 present a systematic study of the fully combined measurement result
when scanning the fitting ranges in steps of 1GeV as follows:

• 30− 35 GeV for the lower boundary of the p`T fits

• 45− 50 GeV for the upper boundary of the p`T fits

• 65− 70 GeV for the lower boundary of the mT fits

• 90− 100 GeV for the upper boundary of the mT fits

The fitting range with the smallest overall uncertainty is chosen as a optimal. The
statistical and total uncertainty is evaluated comparing to the optimal fitting range
and calculated with Equation 6.13. The difference between the fitting ranges is shown
on Figures B.5 – B.8.
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Figure B.1: Dependence of the statistical and systematic uncertainties on the fitting
ranges for the fully combined measurement.
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Figure B.2: Dependence of the statistical and systematic uncertainties on the fitting
ranges for the fully combined measurement.
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Figure B.3: Dependence of the statistical and systematic uncertainties on the fitting
ranges for the fully combined measurement.
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Figure B.4: Dependence of the statistical and systematic uncertainties on the fitting
ranges for the fully combined measurement.
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Figure B.5: Fit results for different fitting ranges using the fully combined
measurement. The uncorrelated statistical uncertainties are indicated in green, the

total uncorrelated uncertainties between the different fitting ranges are shown as blue
line. As reference, the optimal fitting range is chosen.
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Figure B.6: Fit results for different fitting ranges using the fully combined
measurement. The uncorrelated statistical uncertainties are indicated in green, the

total uncorrelated uncertainties between the different fitting ranges are shown as blue
line. As reference, the optimal fitting range is chosen.
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Figure B.7: Fit results for different fitting ranges using the fully combined
measurement. The uncorrelated statistical uncertainties are indicated in green, the

total uncorrelated uncertainties between the different fitting ranges are shown as blue
line. As reference, the optimal fitting range is chosen.

269



Fitting range scans

34
-4

8;
 6

5-
90

34
-4

8;
 6

5-
91

34
-4

8;
 6

5-
92

34
-4

8;
 6

5-
93

34
-4

8;
 6

5-
94

34
-4

8;
 6

5-
95

34
-4

8;
 6

5-
96

34
-4

8;
 6

5-
97

34
-4

8;
 6

5-
98

34
-4

8;
 6

5-
99

34
-4

8;
 6

5-
10

0
34

-4
8;

 6
6-

90
34

-4
8;

 6
6-

91
34

-4
8;

 6
6-

92
34

-4
8;

 6
6-

93
34

-4
8;

 6
6-

94
34

-4
8;

 6
6-

95
34

-4
8;

 6
6-

96
34

-4
8;

 6
6-

97
34

-4
8;

 6
6-

98
34

-4
8;

 6
6-

99
34

-4
8;

 6
6-

10
0

34
-4

8;
 6

7-
90

34
-4

8;
 6

7-
91

34
-4

8;
 6

7-
92

34
-4

8;
 6

7-
93

34
-4

8;
 6

7-
94

34
-4

8;
 6

7-
95

34
-4

8;
 6

7-
96

34
-4

8;
 6

7-
97

34
-4

8;
 6

7-
98

34
-4

8;
 6

7-
99

34
-4

8;
 6

7-
10

0
34

-4
8;

 6
8-

90
34

-4
8;

 6
8-

91
34

-4
8;

 6
8-

92
34

-4
8;

 6
8-

93
34

-4
8;

 6
8-

94
34

-4
8;

 6
8-

95
34

-4
8;

 6
8-

96
34

-4
8;

 6
8-

97
34

-4
8;

 6
8-

98
34

-4
8;

 6
8-

99
34

-4
8;

 6
8-

10
0

34
-4

8;
 6

9-
90

34
-4

8;
 6

9-
91

34
-4

8;
 6

9-
92

34
-4

8;
 6

9-
93

34
-4

8;
 6

9-
94

34
-4

8;
 6

9-
95

34
-4

8;
 6

9-
96

34
-4

8;
 6

9-
97

34
-4

8;
 6

9-
98

34
-4

8;
 6

9-
99

34
-4

8;
 6

9-
10

0
34

-4
8;

 7
0-

90
34

-4
8;

 7
0-

91
34

-4
8;

 7
0-

92
34

-4
8;

 7
0-

93
34

-4
8;

 7
0-

94
34

-4
8;

 7
0-

95
34

-4
8;

 7
0-

96
34

-4
8;

 7
0-

97
34

-4
8;

 7
0-

98
34

-4
8;

 7
0-

99
34

-4
8;

 7
0-

10
0

34
-4

9;
 6

5-
90

34
-4

9;
 6

5-
91

34
-4

9;
 6

5-
92

34
-4

9;
 6

5-
93

34
-4

9;
 6

5-
94

34
-4

9;
 6

5-
95

34
-4

9;
 6

5-
96

34
-4

9;
 6

5-
97

34
-4

9;
 6

5-
98

34
-4

9;
 6

5-
99

34
-4

9;
 6

5-
10

0
34

-4
9;

 6
6-

90
34

-4
9;

 6
6-

91
34

-4
9;

 6
6-

92
34

-4
9;

 6
6-

93
34

-4
9;

 6
6-

94
34

-4
9;

 6
6-

95
34

-4
9;

 6
6-

96
34

-4
9;

 6
6-

97
34

-4
9;

 6
6-

98
34

-4
9;

 6
6-

99
34

-4
9;

 6
6-

10
0

34
-4

9;
 6

7-
90

34
-4

9;
 6

7-
91

34
-4

9;
 6

7-
92

34
-4

9;
 6

7-
93

34
-4

9;
 6

7-
94

34
-4

9;
 6

7-
95

34
-4

9;
 6

7-
96

34
-4

9;
 6

7-
97

34
-4

9;
 6

7-
98

34
-4

9;
 6

7-
99

34
-4

9;
 6

7-
10

0
34

-4
9;

 6
8-

90
34

-4
9;

 6
8-

91
34

-4
9;

 6
8-

92
34

-4
9;

 6
8-

93
34

-4
9;

 6
8-

94
34

-4
9;

 6
8-

95
34

-4
9;

 6
8-

96
34

-4
9;

 6
8-

97
34

-4
9;

 6
8-

98
34

-4
9;

 6
8-

99
34

-4
9;

 6
8-

10
0

34
-4

9;
 6

9-
90

34
-4

9;
 6

9-
91

34
-4

9;
 6

9-
92

34
-4

9;
 6

9-
93

34
-4

9;
 6

9-
94

34
-4

9;
 6

9-
95

34
-4

9;
 6

9-
96

34
-4

9;
 6

9-
97

34
-4

9;
 6

9-
98

34
-4

9;
 6

9-
99

34
-4

9;
 6

9-
10

0
34

-4
9;

 7
0-

90
34

-4
9;

 7
0-

91
34

-4
9;

 7
0-

92
34

-4
9;

 7
0-

93
34

-4
9;

 7
0-

94
34

-4
9;

 7
0-

95
34

-4
9;

 7
0-

96
34

-4
9;

 7
0-

97
34

-4
9;

 7
0-

98
34

-4
9;

 7
0-

99
34

-4
9;

 7
0-

10
0

34
-5

0;
 6

5-
90

34
-5

0;
 6

5-
91

34
-5

0;
 6

5-
92

34
-5

0;
 6

5-
93

34
-5

0;
 6

5-
94

34
-5

0;
 6

5-
95

34
-5

0;
 6

5-
96

34
-5

0;
 6

5-
97

34
-5

0;
 6

5-
98

34
-5

0;
 6

5-
99

34
-5

0;
 6

5-
10

0
34

-5
0;

 6
6-

90
34

-5
0;

 6
6-

91
34

-5
0;

 6
6-

92
34

-5
0;

 6
6-

93
34

-5
0;

 6
6-

94
34

-5
0;

 6
6-

95
34

-5
0;

 6
6-

96
34

-5
0;

 6
6-

97
34

-5
0;

 6
6-

98
34

-5
0;

 6
6-

99
34

-5
0;

 6
6-

10
0

34
-5

0;
 6

7-
90

34
-5

0;
 6

7-
91

34
-5

0;
 6

7-
92

34
-5

0;
 6

7-
93

34
-5

0;
 6

7-
94

34
-5

0;
 6

7-
95

34
-5

0;
 6

7-
96

34
-5

0;
 6

7-
97

34
-5

0;
 6

7-
98

34
-5

0;
 6

7-
99

34
-5

0;
 6

7-
10

0
34

-5
0;

 6
8-

90
34

-5
0;

 6
8-

91
34

-5
0;

 6
8-

92
34

-5
0;

 6
8-

93
34

-5
0;

 6
8-

94
34

-5
0;

 6
8-

95
34

-5
0;

 6
8-

96
34

-5
0;

 6
8-

97
34

-5
0;

 6
8-

98
34

-5
0;

 6
8-

99
34

-5
0;

 6
8-

10
0

34
-5

0;
 6

9-
90

34
-5

0;
 6

9-
91

34
-5

0;
 6

9-
92

34
-5

0;
 6

9-
93

34
-5

0;
 6

9-
94

34
-5

0;
 6

9-
95

34
-5

0;
 6

9-
96

34
-5

0;
 6

9-
97

34
-5

0;
 6

9-
98

34
-5

0;
 6

9-
99

34
-5

0;
 6

9-
10

0
34

-5
0;

 7
0-

90
34

-5
0;

 7
0-

91
34

-5
0;

 7
0-

92
34

-5
0;

 7
0-

93
34

-5
0;

 7
0-

94
34

-5
0;

 7
0-

95
34

-5
0;

 7
0-

96
34

-5
0;

 7
0-

97
34

-5
0;

 7
0-

98
34

-5
0;

 7
0-

99
34

-5
0;

 7
0-

10
0

 [M
eV

]
W

 m∆

-30

-20

-10

0

10

20

30  fitsT and m
T

, pν l→W
Total Unc. [MeV]
Stat Unc. [MeV]

 InternalATLAS
 = 7 TeVs

 (34,48)∈ l
T

p  (34,49)∈ l
T

p  (34,50)∈ l
T

p

 100→ = 90 max

T
 70;  m→ = 65 min

Tm

35
-4

5;
 6

5-
90

35
-4

5;
 6

5-
91

35
-4

5;
 6

5-
92

35
-4

5;
 6

5-
93

35
-4

5;
 6

5-
94

35
-4

5;
 6

5-
95

35
-4

5;
 6

5-
96

35
-4

5;
 6

5-
97

35
-4

5;
 6

5-
98

35
-4

5;
 6

5-
99

35
-4

5;
 6

5-
10

0
35

-4
5;

 6
6-

90
35

-4
5;

 6
6-

91
35

-4
5;

 6
6-

92
35

-4
5;

 6
6-

93
35

-4
5;

 6
6-

94
35

-4
5;

 6
6-

95
35

-4
5;

 6
6-

96
35

-4
5;

 6
6-

97
35

-4
5;

 6
6-

98
35

-4
5;

 6
6-

99
35

-4
5;

 6
6-

10
0

35
-4

5;
 6

7-
90

35
-4

5;
 6

7-
91

35
-4

5;
 6

7-
92

35
-4

5;
 6

7-
93

35
-4

5;
 6

7-
94

35
-4

5;
 6

7-
95

35
-4

5;
 6

7-
96

35
-4

5;
 6

7-
97

35
-4

5;
 6

7-
98

35
-4

5;
 6

7-
99

35
-4

5;
 6

7-
10

0
35

-4
5;

 6
8-

90
35

-4
5;

 6
8-

91
35

-4
5;

 6
8-

92
35

-4
5;

 6
8-

93
35

-4
5;

 6
8-

94
35

-4
5;

 6
8-

95
35

-4
5;

 6
8-

96
35

-4
5;

 6
8-

97
35

-4
5;

 6
8-

98
35

-4
5;

 6
8-

99
35

-4
5;

 6
8-

10
0

35
-4

5;
 6

9-
90

35
-4

5;
 6

9-
91

35
-4

5;
 6

9-
92

35
-4

5;
 6

9-
93

35
-4

5;
 6

9-
94

35
-4

5;
 6

9-
95

35
-4

5;
 6

9-
96

35
-4

5;
 6

9-
97

35
-4

5;
 6

9-
98

35
-4

5;
 6

9-
99

35
-4

5;
 6

9-
10

0
35

-4
5;

 7
0-

90
35

-4
5;

 7
0-

91
35

-4
5;

 7
0-

92
35

-4
5;

 7
0-

93
35

-4
5;

 7
0-

94
35

-4
5;

 7
0-

95
35

-4
5;

 7
0-

96
35

-4
5;

 7
0-

97
35

-4
5;

 7
0-

98
35

-4
5;

 7
0-

99
35

-4
5;

 7
0-

10
0

35
-4

6;
 6

5-
90

35
-4

6;
 6

5-
91

35
-4

6;
 6

5-
92

35
-4

6;
 6

5-
93

35
-4

6;
 6

5-
94

35
-4

6;
 6

5-
95

35
-4

6;
 6

5-
96

35
-4

6;
 6

5-
97

35
-4

6;
 6

5-
98

35
-4

6;
 6

5-
99

35
-4

6;
 6

5-
10

0
35

-4
6;

 6
6-

90
35

-4
6;

 6
6-

91
35

-4
6;

 6
6-

92
35

-4
6;

 6
6-

93
35

-4
6;

 6
6-

94
35

-4
6;

 6
6-

95
35

-4
6;

 6
6-

96
35

-4
6;

 6
6-

97
35

-4
6;

 6
6-

98
35

-4
6;

 6
6-

99
35

-4
6;

 6
6-

10
0

35
-4

6;
 6

7-
90

35
-4

6;
 6

7-
91

35
-4

6;
 6

7-
92

35
-4

6;
 6

7-
93

35
-4

6;
 6

7-
94

35
-4

6;
 6

7-
95

35
-4

6;
 6

7-
96

35
-4

6;
 6

7-
97

35
-4

6;
 6

7-
98

35
-4

6;
 6

7-
99

35
-4

6;
 6

7-
10

0
35

-4
6;

 6
8-

90
35

-4
6;

 6
8-

91
35

-4
6;

 6
8-

92
35

-4
6;

 6
8-

93
35

-4
6;

 6
8-

94
35

-4
6;

 6
8-

95
35

-4
6;

 6
8-

96
35

-4
6;

 6
8-

97
35

-4
6;

 6
8-

98
35

-4
6;

 6
8-

99
35

-4
6;

 6
8-

10
0

35
-4

6;
 6

9-
90

35
-4

6;
 6

9-
91

35
-4

6;
 6

9-
92

35
-4

6;
 6

9-
93

35
-4

6;
 6

9-
94

35
-4

6;
 6

9-
95

35
-4

6;
 6

9-
96

35
-4

6;
 6

9-
97

35
-4

6;
 6

9-
98

35
-4

6;
 6

9-
99

35
-4

6;
 6

9-
10

0
35

-4
6;

 7
0-

90
35

-4
6;

 7
0-

91
35

-4
6;

 7
0-

92
35

-4
6;

 7
0-

93
35

-4
6;

 7
0-

94
35

-4
6;

 7
0-

95
35

-4
6;

 7
0-

96
35

-4
6;

 7
0-

97
35

-4
6;

 7
0-

98
35

-4
6;

 7
0-

99
35

-4
6;

 7
0-

10
0

35
-4

7;
 6

5-
90

35
-4

7;
 6

5-
91

35
-4

7;
 6

5-
92

35
-4

7;
 6

5-
93

35
-4

7;
 6

5-
94

35
-4

7;
 6

5-
95

35
-4

7;
 6

5-
96

35
-4

7;
 6

5-
97

35
-4

7;
 6

5-
98

35
-4

7;
 6

5-
99

35
-4

7;
 6

5-
10

0
35

-4
7;

 6
6-

90
35

-4
7;

 6
6-

91
35

-4
7;

 6
6-

92
35

-4
7;

 6
6-

93
35

-4
7;

 6
6-

94
35

-4
7;

 6
6-

95
35

-4
7;

 6
6-

96
35

-4
7;

 6
6-

97
35

-4
7;

 6
6-

98
35

-4
7;

 6
6-

99
35

-4
7;

 6
6-

10
0

35
-4

7;
 6

7-
90

35
-4

7;
 6

7-
91

35
-4

7;
 6

7-
92

35
-4

7;
 6

7-
93

35
-4

7;
 6

7-
94

35
-4

7;
 6

7-
95

35
-4

7;
 6

7-
96

35
-4

7;
 6

7-
97

35
-4

7;
 6

7-
98

35
-4

7;
 6

7-
99

35
-4

7;
 6

7-
10

0
35

-4
7;

 6
8-

90
35

-4
7;

 6
8-

91
35

-4
7;

 6
8-

92
35

-4
7;

 6
8-

93
35

-4
7;

 6
8-

94
35

-4
7;

 6
8-

95
35

-4
7;

 6
8-

96
35

-4
7;

 6
8-

97
35

-4
7;

 6
8-

98
35

-4
7;

 6
8-

99
35

-4
7;

 6
8-

10
0

35
-4

7;
 6

9-
90

35
-4

7;
 6

9-
91

35
-4

7;
 6

9-
92

35
-4

7;
 6

9-
93

35
-4

7;
 6

9-
94

35
-4

7;
 6

9-
95

35
-4

7;
 6

9-
96

35
-4

7;
 6

9-
97

35
-4

7;
 6

9-
98

35
-4

7;
 6

9-
99

35
-4

7;
 6

9-
10

0
35

-4
7;

 7
0-

90
35

-4
7;

 7
0-

91
35

-4
7;

 7
0-

92
35

-4
7;

 7
0-

93
35

-4
7;

 7
0-

94
35

-4
7;

 7
0-

95
35

-4
7;

 7
0-

96
35

-4
7;

 7
0-

97
35

-4
7;

 7
0-

98
35

-4
7;

 7
0-

99
35

-4
7;

 7
0-

10
0

 [M
eV

]
W

 m∆

-30

-20

-10

0

10

20

30  fitsT and m
T

, pν l→W
Total Unc. [MeV]
Stat Unc. [MeV]

 InternalATLAS
 = 7 TeVs

 (35,45)∈ l
T

p  (35,46)∈ l
T

p  (35,47)∈ l
T

p

 100→ = 90 max

T
 70;  m→ = 65 min

Tm

35
-4

8;
 6

5-
90

35
-4

8;
 6

5-
91

35
-4

8;
 6

5-
92

35
-4

8;
 6

5-
93

35
-4

8;
 6

5-
94

35
-4

8;
 6

5-
95

35
-4

8;
 6

5-
96

35
-4

8;
 6

5-
97

35
-4

8;
 6

5-
98

35
-4

8;
 6

5-
99

35
-4

8;
 6

5-
10

0
35

-4
8;

 6
6-

90
35

-4
8;

 6
6-

91
35

-4
8;

 6
6-

92
35

-4
8;

 6
6-

93
35

-4
8;

 6
6-

94
35

-4
8;

 6
6-

95
35

-4
8;

 6
6-

96
35

-4
8;

 6
6-

97
35

-4
8;

 6
6-

98
35

-4
8;

 6
6-

99
35

-4
8;

 6
6-

10
0

35
-4

8;
 6

7-
90

35
-4

8;
 6

7-
91

35
-4

8;
 6

7-
92

35
-4

8;
 6

7-
93

35
-4

8;
 6

7-
94

35
-4

8;
 6

7-
95

35
-4

8;
 6

7-
96

35
-4

8;
 6

7-
97

35
-4

8;
 6

7-
98

35
-4

8;
 6

7-
99

35
-4

8;
 6

7-
10

0
35

-4
8;

 6
8-

90
35

-4
8;

 6
8-

91
35

-4
8;

 6
8-

92
35

-4
8;

 6
8-

93
35

-4
8;

 6
8-

94
35

-4
8;

 6
8-

95
35

-4
8;

 6
8-

96
35

-4
8;

 6
8-

97
35

-4
8;

 6
8-

98
35

-4
8;

 6
8-

99
35

-4
8;

 6
8-

10
0

35
-4

8;
 6

9-
90

35
-4

8;
 6

9-
91

35
-4

8;
 6

9-
92

35
-4

8;
 6

9-
93

35
-4

8;
 6

9-
94

35
-4

8;
 6

9-
95

35
-4

8;
 6

9-
96

35
-4

8;
 6

9-
97

35
-4

8;
 6

9-
98

35
-4

8;
 6

9-
99

35
-4

8;
 6

9-
10

0
35

-4
8;

 7
0-

90
35

-4
8;

 7
0-

91
35

-4
8;

 7
0-

92
35

-4
8;

 7
0-

93
35

-4
8;

 7
0-

94
35

-4
8;

 7
0-

95
35

-4
8;

 7
0-

96
35

-4
8;

 7
0-

97
35

-4
8;

 7
0-

98
35

-4
8;

 7
0-

99
35

-4
8;

 7
0-

10
0

35
-4

9;
 6

5-
90

35
-4

9;
 6

5-
91

35
-4

9;
 6

5-
92

35
-4

9;
 6

5-
93

35
-4

9;
 6

5-
94

35
-4

9;
 6

5-
95

35
-4

9;
 6

5-
96

35
-4

9;
 6

5-
97

35
-4

9;
 6

5-
98

35
-4

9;
 6

5-
99

35
-4

9;
 6

5-
10

0
35

-4
9;

 6
6-

90
35

-4
9;

 6
6-

91
35

-4
9;

 6
6-

92
35

-4
9;

 6
6-

93
35

-4
9;

 6
6-

94
35

-4
9;

 6
6-

95
35

-4
9;

 6
6-

96
35

-4
9;

 6
6-

97
35

-4
9;

 6
6-

98
35

-4
9;

 6
6-

99
35

-4
9;

 6
6-

10
0

35
-4

9;
 6

7-
90

35
-4

9;
 6

7-
91

35
-4

9;
 6

7-
92

35
-4

9;
 6

7-
93

35
-4

9;
 6

7-
94

35
-4

9;
 6

7-
95

35
-4

9;
 6

7-
96

35
-4

9;
 6

7-
97

35
-4

9;
 6

7-
98

35
-4

9;
 6

7-
99

35
-4

9;
 6

7-
10

0
35

-4
9;

 6
8-

90
35

-4
9;

 6
8-

91
35

-4
9;

 6
8-

92
35

-4
9;

 6
8-

93
35

-4
9;

 6
8-

94
35

-4
9;

 6
8-

95
35

-4
9;

 6
8-

96
35

-4
9;

 6
8-

97
35

-4
9;

 6
8-

98
35

-4
9;

 6
8-

99
35

-4
9;

 6
8-

10
0

35
-4

9;
 6

9-
90

35
-4

9;
 6

9-
91

35
-4

9;
 6

9-
92

35
-4

9;
 6

9-
93

35
-4

9;
 6

9-
94

35
-4

9;
 6

9-
95

35
-4

9;
 6

9-
96

35
-4

9;
 6

9-
97

35
-4

9;
 6

9-
98

35
-4

9;
 6

9-
99

35
-4

9;
 6

9-
10

0
35

-4
9;

 7
0-

90
35

-4
9;

 7
0-

91
35

-4
9;

 7
0-

92
35

-4
9;

 7
0-

93
35

-4
9;

 7
0-

94
35

-4
9;

 7
0-

95
35

-4
9;

 7
0-

96
35

-4
9;

 7
0-

97
35

-4
9;

 7
0-

98
35

-4
9;

 7
0-

99
35

-4
9;

 7
0-

10
0

35
-5

0;
 6

5-
90

35
-5

0;
 6

5-
91

35
-5

0;
 6

5-
92

35
-5

0;
 6

5-
93

35
-5

0;
 6

5-
94

35
-5

0;
 6

5-
95

35
-5

0;
 6

5-
96

35
-5

0;
 6

5-
97

35
-5

0;
 6

5-
98

35
-5

0;
 6

5-
99

35
-5

0;
 6

5-
10

0
35

-5
0;

 6
6-

90
35

-5
0;

 6
6-

91
35

-5
0;

 6
6-

92
35

-5
0;

 6
6-

93
35

-5
0;

 6
6-

94
35

-5
0;

 6
6-

95
35

-5
0;

 6
6-

96
35

-5
0;

 6
6-

97
35

-5
0;

 6
6-

98
35

-5
0;

 6
6-

99
35

-5
0;

 6
6-

10
0

35
-5

0;
 6

7-
90

35
-5

0;
 6

7-
91

35
-5

0;
 6

7-
92

35
-5

0;
 6

7-
93

35
-5

0;
 6

7-
94

35
-5

0;
 6

7-
95

35
-5

0;
 6

7-
96

35
-5

0;
 6

7-
97

35
-5

0;
 6

7-
98

35
-5

0;
 6

7-
99

35
-5

0;
 6

7-
10

0
35

-5
0;

 6
8-

90
35

-5
0;

 6
8-

91
35

-5
0;

 6
8-

92
35

-5
0;

 6
8-

93
35

-5
0;

 6
8-

94
35

-5
0;

 6
8-

95
35

-5
0;

 6
8-

96
35

-5
0;

 6
8-

97
35

-5
0;

 6
8-

98
35

-5
0;

 6
8-

99
35

-5
0;

 6
8-

10
0

35
-5

0;
 6

9-
90

35
-5

0;
 6

9-
91

35
-5

0;
 6

9-
92

35
-5

0;
 6

9-
93

35
-5

0;
 6

9-
94

35
-5

0;
 6

9-
95

35
-5

0;
 6

9-
96

35
-5

0;
 6

9-
97

35
-5

0;
 6

9-
98

35
-5

0;
 6

9-
99

35
-5

0;
 6

9-
10

0
35

-5
0;

 7
0-

90
35

-5
0;

 7
0-

91
35

-5
0;

 7
0-

92
35

-5
0;

 7
0-

93
35

-5
0;

 7
0-

94
35

-5
0;

 7
0-

95
35

-5
0;

 7
0-

96
35

-5
0;

 7
0-

97
35

-5
0;

 7
0-

98
35

-5
0;

 7
0-

99
35

-5
0;

 7
0-

10
0

 [M
eV

]
W

 m∆

-30

-20

-10

0

10

20

30  fitsT and m
T

, pν l→W
Total Unc. [MeV]
Stat Unc. [MeV]

 InternalATLAS
 = 7 TeVs

 (35,48)∈ l
T

p  (35,49)∈ l
T

p  (35,50)∈ l
T

p

 100→ = 90 max

T
 70;  m→ = 65 min

Tm

Figure B.8: Fit results for different fitting ranges using the fully combined
measurement. The uncorrelated statistical uncertainties are indicated in green, the

total uncorrelated uncertainties between the different fitting ranges are shown as blue
line. As reference, the optimal fitting range is chosen.
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комерцијалну употребу дела и прерада. Слична је софтверским лиценцама, 
односно лиценцама отвореног кода. 
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