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Abstrakt

U disertaciji se proucavaju prostor konvolutora i multiplikatora na prostorima
temperiranih ultradistributcija. Dokazane su teoreme koji karakterisu elemente
prostora konvolutora i multiplikatora. Date su strukturne teoreme za ultradis-
tribucione polugrupe i eksponenecijalne polugrupe. Furijeve huperfunkciske po-
lugrupe i hiperfunkciske polugrupe sa generatorima koji su negusto definisani su
analizirani, takodje su date strukturne teoreme i spektralne karakterizacije kao i
dovoljni uslovi za postojenje na takvih polugrupa za operator A koji ne mora biti
gust. Apstraktni Koshijev problem je proucavan za tezinske Banahove prostore
kao i za odgovarujuce prostora ultradistribucija. Takodje su date i primene za
odredjene klase jednacina.
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Abstract

We are study the spaces of convolutors and multipliers in the spaces of tempered
ultradistributions. There given theorems which gives us the characterization of all
the elements which belongs to spaces of convolutors and multipliers. Structural
theorem for ultradistribution semigroups and exponential ultradistribution semi-
groups is given. Fourier hyperfunction semigroups and hyperfunction semigroups
with non-densely defined generators are analyzed and also structural theorems and
spectral characterizations give necessary and sufficient conditions for the existence
of such semigroups generated by a closed not necessarily densely defined operator
A. The abstract Cauchy problem is considered in the Banach valued weighted
Beurling ultradistribution setting and given some applications on particular equa-
tions.
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Preface

The first part of this work is devoted to the spaces of convolutors and multipliers
in the space of tempered ultradistributions. We give theorems describing their
structure in the Beurling and Roumieu case. All the proofs we give only for the
Roumieu case, using the definition of Roumieu ultradistributions given in [13].
The space of multipliers and the space of convolutors are topologically isomor-
phic.

The second part of this work is on the Generalized semigroups and abstract
Cauchy problem in weighted ultradistribution spaces in Beurling case. Genera-
lized semigroups firstly were introduced as distribution semigroups with densely
defined generators by J.L. Lions, and after that many authors showed scientific
interest in that area. After that, distribution semigroups with non-densely defi-
ned generators, ultradistribution semigroups and hyperfunction semigroups were
considered. The theory of the Generalized semigroups, makes more wide concept
that can be applied directly in many differential and integral equations, which can
be modeled as an abstract Cauchy problem on some Banach space.

Using tempered ultradistributions we define exponential ultradistribution se-
migroups. Furthermore, we give structural characterizations for ultradistribution
semigroups and exponential ultradistribution semigroups. Some of these results
are already known, but we give them for completeness.

In the definition of infinitesimal generators for distribution and ultradistri-
bution semigroups in the non-quasi-analytic case, all authors use test functions
supported by [0,00). That approach cannot be used in the case of Fourier hyper-
function semigroups since in the quasi-analytic case only the zero function has
this property. Because of that, we define such semigroups on test spaces P, and
P (a>0) and we give the axioms for such semigroups as well as the definition
of infinitesimal generator on subspaces of quoted spaces consisting of functions ¢
with the property ¢(0) = 0 and ¢/(0) = 0. Following the ultradistribution case,
we give structural theorems for hyperfunction semigroups.

Following G.Da Prato and E.Sinestrari, [25], we consider the abstract Cauchy
problem in the space of Banach-valued ultradistributions D/L(ﬁ)(O,T; E) and dif-
ferent type of solutions of the abstract Cauchy problem. The closed operator A
in the abstract Cauchy problem satisfy Hille-Yosida condition. In order to inves-
tigate the abstract Cauchy problem, previously we give the definitions and basic
properties on DlL(i)(O, T; E). There are several cases on A and E which we consider
in the ultradistributional setting.

Novi Sad, 2014 Daniel Velinov
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Chapter 0O

Introduction

Main goal in discourse is to study generalized semigroups, especially ultradist-
ribution semigroups and Fourier hyperfunction semigroups. Also the spaces of
convolutors and spaces of multipliers in the space of tempered ultradistributions
and their connection is given. This material is divided into five chapters.

The first chapter is devoted to the notation and some results which are already
known and used here to obtain new results. Here we recollect some basic facts
on the spaces of ultradistributions and tempered ultradistributions. In the next
section we consider more general spaces, the space of Fourier hyperfunctions and
the space of hyperfunctions. Some known results on distribution semigroups and
ultradistribution semigroups are mentioned, which ideas and proofs are used in the
next chapters. Results of G. Da Prato and E. Sinestrari, [25] are placed in section
devoted on the Cauchy problem. We extend these results in the last chapter.

In Chapter 2, the spaces of convolutors and multipliers in the space of tem-
pered ultradistributions are studied. We give structure theorems for the space
of convolutors in the Roumieu case, as well as the completeness of OgMP ), resp.

OgM”} . Also the space of multipliers 05\%), resp. O&MP} is considered. Characte-
rization theorem for the space of multipliers in Roumieu case is given. The Fourier
transform gives a topological isomorphism between the space of multipliers and
the space of convolutors in Roumieu case.

In the next two chapters, we consider ultradistribution semigroups, exponential
ultradistribution semigroups and Fourier semigroups. The approach of J. L. Lions
to distribution semigroups [67] with the densely defined generators was the inspi-
ration for many mathematicians to investigate various classes of semigroups which
generalize Cy—semigroups, see [3], [6], [15], [35], [44], [54], [61], [62], [76] and [107].
Ultradistribution semigroups with densely defined generators were considered by
J. Chazarain in [15] (see also [10], [20], [24], [29], [43], [107] and references therein)
while H. Komatsu [53] considered ultradistribution semigroups with non-densely
defined generators as well as Laplace hyperfunction semigroups. We also refer to
R. Beals [9]-[10] for the theory of w-ultradistribution semigroups with the densely
defined generators, to P. C. Kunstmann [63] and to the monograph of I. Melni-
kova and A. Filinkov [70] for ultradistribution semigroups with the non-densely

1



2 Chapter 0. Introduction

defined generators. In [58], ultradistribution semigroups are analyzed, following
the approaches of P. C. Kunstmann [62] and S. Wang [104], where distributions
semigroups are considered.

On the other hand, S. Ouchi [76] was the first who introduced the class of
hyperfunction semigroups, more general than distribution and ultradistribution
semigroups. Furthermore, generators of hyperfunction semigroups in the sense of
[76] are not necessarily densely defined. An analysis of R. Beals [9, Theorem
2'] gives an example of a densely defined operator A in the Hardy space H?(C,)
which generates a hyperfunction semigroup of [76] but this operator is not a gene-

rator of any ultradistribution semigroup, and any (local) integrated C-semigroups,
C e L(H*(C,)).

Moreover, we analyze Fourier-hyperfunction semigroups with non-densely de-
fined generators continuing over the investigations of Roumieu type ultradistribu-
tion semigroups and construct examples of tempered ultradistribution semigroups
(see [58]) and Fourier-hyperfunction semigroups with non-densely defined genera-
tors. Here one cannot use the same approach as in the distribution and ultradist-
ribution semigroups with non-densely defined generators, since the test space of
Fourier hyperfunctions are rapidly decreasing real analytic functions. Also struc-
tural theorem for Fourier hyperfunction semigroups is given. The main interest is
the existence of fundamental solutions for the Cauchy problems with initial data
being hyperfunctions.

Da Prato and Sinestrari [25] have studied the Cauchy problem
u'(t) = Au(t) + f(t), u(0) = uo, (1)

where A is a closed operator in a Banach space E with not necessarily dense
domain in E but satisfying the Hille-Yosida condition. Here ug € F, f is the E-
valued continuous or LP— function on [0, 7]. They have considered various classes
of equations and types of solutions illustrating their theory. Regularity properties
of solutions are extended much later in [93].

In the last chapter, the results of [25] for (1), mentioned above, are extended to
weighted Schwartz spaces of distributions and Beurling space of ultradistributions
[48]-[50]. Since the weighted Schwartz space D}, ([97]) can be involved in this
theory similarly as Beurling type spaces, and the second ones are more delicate,
the investigations are focused to the Beurling case, more precisely to the space of
ultradistributions D/L(f,)((O, T) x U)), U is a bounded domain in R", related to the
Gevrey sequence p!®, s > 1 (see [84] for U = R™). In order to apply results of [25]
in this abstract setting, we study the topological structure of D3, ,(U),p € [1, ]
(with special analysis for p = 0o) as well as the closure of D) (U) in these spaces,
corresponding projective limits, tensor products, their duals as well as vector va-
lued versions of these spaces. As a special result, we obtain that Dfp) (U) is nuclear

for bounded U. Also we have that all spaces D(LSP)(U ) are isomorphic to B(s)(U )
for bounded U. Both assertions do not hold for U = R™. The main results in this
section are related to the structure of quoted spaces. Such preparatory results are
needed for the formulation of the Cauchy problem in this abstract setting and for



the application of results in [25].

I want to stress that already known results have citation next to them, in order
to distinguish them from the new results.






Chapter 1

Preliminaries

1.1 Spaces of Ultradistributions

Let (M,) be a sequence of positive numbers. In sequel, some of the following
conditions will be assumed on (M,):

(M.1) (Logarithmic convexity) M7 < M, M, for p € N;

(M.2) (Stability under ultradifferential operators) For some A, H > 0

M, < AH? min M,_,M,, p,q€N;

0<¢<p

(M.3) (Strong non-quasi-analyticity)

>~ M,_ M
MLléAqu , q€N,
p=q+1 p g+l

and weaker conditions on (M,):
(M.2)" (Stability under differential operators) For some A, H > 1

M,

p

1 < AHPY'M,, peN;

(M.3)" (Non-quasi-analyticity)

M,
Z ]\p/[pl < 0.
p=1

The Gevrey sequence M, = p!®, s > 1 satisfies all the above conditions. Here we
always assume that My = 1. For sequence (M,), the associate function M (p) on
(0, +00) is defined by

M(p) = suplog, P p>0.

peN Mp’
In the sequel, whenever compactly supported ultradifferentiable functions are
considered, we assume that (M,) satisfies (M.1), (M.2) and (M.3)". Next, we give

the definition and several important properties of the spaces DIA?I”T, D%Mp), D}M”},

>



6 Chapter 1. Preliminaries

D) (Q), DM} (Q), M) (), EIMpH(QY), (see [48], [50], [13]). Let K be a regular
compact set in R™ and €2 an open set in R"™. Denote:

g{Mp},r<K) _ {90 c Coo(K) : ||Da(,0||C(K) < Cr|a|M|a|}:

la] =0,1,2,... and for some constant C' > 0,

D}Mp}’r = {p € C*>(R™)with compact support : || D%p||c(x) < Or'* Mo},

la] = 0,1,2,... and for some constant C' > 0. Both spaces are Banach spaces
with norm to be the infimum of the constant C' in the upper estimate, i.e. ||¢|| =
sup 222l - Also defi locall

P e, - AMso define as a locally convex spaces,

zeK,a

EM)(K) = }Lﬂg{Mp}’r(K%

r—0

EM)(Q) = lim £Me}(K);

[SY)

EMYEK) = lim £Mehr(K);

r—

EWMYQ) = lim £} (K);

EN

(Mp) . Mp},r.
’DKP :}%%D} v} :

D) (Q)) = lim DI,
() = lim Dy

D}(Mp} — %D%Mp}ﬁ;

DMLY Q) = 1im DY,
(©2) lim, Die
Theorem 1.1.1. [48] EM)(K), EM)(Q) and D™ are (FS)-spaces, £} (K),
D}Mp} and DIMe}(Q) are (DFS)-spaces and DM (Q) is an (LFS)-space. In parti-
cular these spaces are separable complete bornologic Montel and Schwartz spaces.
Every bounded set in 'D%M”} or DMe)(Q) (EM}(K)) is a bounded set in some
Mp},r r
D" (€0 (K)).
EWMY(Q) is a complete Schwartz spaces. In particular, it is semi-reflezive.
If (M,) satisfies (M.2)', then all the spaces defined above are nuclear.

Theorem 1.1.2. [/8] A sequence of a positive numbers (M,), satisfies condition
(M.1) if and only if
_ P’
Mp = MO Sl/];p m
Theorem 1.1.3. [48] The sequence (M,) satisfies (M.2) if and only if for some
A H >0,
2M(p) < M(Hp) + log(AMo).



1.1. Spaces of Ultradistributions 7

If f € L' then its Fourier transform is defined by

(FAE) = f(e) = / e~ f(n)dz, € € R".

n

For f € L' its Laplace transform is defined by

(ﬁf)(C)z/ e @ f(x)dx, ¢ eC™

n

By R we denote the set of positive sequences which monotonically increases to
infinity. For r, € % and K a compact set in R", we denote by D}MTZ }
smooth functions ¢ on R™ supported by K such that

Po(z) |

gD
I, = sup{

the space of

; peN' e K} < o0,

|p|
where N, = M, [[ 7, p € N". Clearly, this is a Banach space. It is proved in
i=1

[50] that

M, - M,
Di( ph proj };22%3 D}WZ}'

If 2 C R" is a bounded open set and r > 0, resp. r, € R, we put
(Mp) _ - : {M} {Mp} _ : {My}
Dy, = ind thrélﬂ Dg,”, Dg, =ind KllcrélQ Dy,

The associated function for the sequence N, is

Ny, (p) = sup{log, %; pEN}, p>0.
p
Note, for given r, and every k£ > 0 there is py > 0 such that

N, (p) < M(kp), p> po. (1.1)
When (M,) satisfies conditions (M.1), (M.2) and (M.3) one defines ultradiffe-
rential operators as follows:
It is said that P(&) = Z a,€”, & € R", is an ultrapolynomial of the class (M),)
aeNg
resp. {M,}, whenever the coefficients a, satisfy the estimate

cL®
| (' |§ V’ o€ Nn, (12)

[0}

for some L > 0 and C' > 0 resp. for every L > 0 and some Cp > 0. The
corresponding operator P(D) = > a,D® is an ultradifferential operator of the
class (M,), resp. {M,}.
Assume now (M.1), (M.2) and (M.3) and put
2

PT(C) - (1 T CQ) H <1 + 7"2m2>7 resp.
peEN™ P
2
PO =01+ ]] (1+Tfm2), cecn (1.3)
peENn pp
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where m, = M,/M,_ and r > 0 resp. r, € R. Conditions (M.1), (M.2) and
(M.3) imply that P, resp. P,, is an ultradifferential operator of the class (1))
resp. of the class {M,} (see [48]). The following estimates

| P(€) |2 M), ¢ e R™,
IP()|>6N’P‘§| §eRY, (1.4)

hold.
Assume (M.1), (M.2) and (M.3). Denote by S;"”™(R"), m > 0, the space of
smooth functions ¢ which satisfy

i = (5 "

p,qeEN"

p+q (9) 1/2
<p (= )‘ dx) < 00, (1.5)

supplied with the topology induced by the norm o, 5. If instead of 2 put p € [1, o0]
in (1.5) one obtains the equivalent sequence of norms oy, ,, m > 0.

The spaces S’ (M) and S'HM#) of tempered ultradistributions of Beurling and
Roumieu type respectively, are defined as the strong duals of the spaces

S = limproj,, .S, "™ (R") and SUM) = limind,, 08, ™ (R"),

respectively. The common notation for symbols (M,) and {M,} will be *.

All the good properties of S* and its strong dual follow from the equivalence
of the sequence of norms o,,,, m > 0,, p € [1,00] with the each of the following
sequences of norms [60], [13] :

(a) Opmp, m >0, p € [l,00] is fixed ;

(b) 8mp, m >0, p € [1,00] is fixed, where

Smp(p) = Z

a,BeN”

m |2l
M, Mg

al| ple) M (m:)
(€) Sm, m >0, where s,,(¢) := sup m®|l¢'e ||Loo;
aeNn Ma

In [13] it is proved that
S} — proj hm SM”

where SM”. ={p¢€ COO(Rn) Vri,s; (¢) < oo},
@] oo
and 7, 5] { }
Z i 1Tz Mp( 3:1 Sj)Mq

p,gEN™
Due to [82, Theorem 2|, we have the following representation theorems for
tempered ultradistributions in the case when (M.1), (M.2) and (M.3) are valid.
Let T € S*(R, E). Then there exist an ultradifferential operator of (M,)-class,
Pp(d/dt) and L > 0, formally of the form

Pr(d/dt) = ﬁ(1 + i—icﬁ/dﬂ) = i a,d? ) dt?,

p=1 p p=0
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resp., of {M,}-class, Pp (d/dt), (L,), is a sequence tending to zero, formally of
the form

oo L2 o)
Py, (djdty =1+ m—ng [d*) =" ad?/dt?
p=1 p p=0

and a continuous function f : R — E with the properties suppf C (—a, c0), for
some a > 0, ||f(t)]| < AeMED ¢ € R, for some k > 0 and A > 0, resp., for every
k > 0 and a corresponding A > 0, and that 7" = Py(—id/dt)f in (M,)-case on
SMe)(R), resp., T = Pr, (—id/dt)f in {M,}-case on SIMr}(R).

Note that F : §&* — S* is a topological isomorphism and that the Fourier
transformation on &’* is defined as usual.

1.2 Spaces of Hyperfunctions

The basic facts about hyperfunctions and Fourier hyperfunctions of M. Sato can
be found on an elementary level in the monograph of A. Kaneko [40] (see also [72],
[32], [41]-[42]).

Let E be a Banach space, {2 be an open set in C containing an open set I C R
as a closed subset and let O(€2) be the space of E—valued holomorphic func-
tions on €2 endowed with the topology of uniform convergence on compact sets
of Q. The space of E—valued hyperfunctions on [ is defined as B(I,E) :=
O\, E)/O(Q, E). A representative of f = [f(z)] € B(I,E), f € OQ\ I,E)
is called a defining function of f. The space of hyperfunctions supported by a
compact set K C [ with values in E is denoted by 'k (/,B(E)) = B(K,E).
It is the space of continuous linear mapping from A(K) into E, where A(K) is
the inductive limit type space of analytic functions in neighborhoods of K en-
dowed with the appropriate topology [47]. Denote by A(R) the space of real
analytic functions on R: A(R) =proj limgccrA(K). The space of continuous
linear mappings from A(R) into E, denoted by B.(R, E), is consisted of com-
pactly supported elements of B(K, E), where K varies through the family of all
compact sets in R. We denote by B, (R, E) the space of F—valued hyperfunc-
tions whose supports are contained in [0,00). As in the scalar case (E = C), if
f € B.R,E) and suppf C {a}, then f = > §M™(. — a)z,, z, € E, where
Jinolo(n‘||xn||)1/" = 0. Let D = {—00,4+00} UR be the radial compactification of

R. Put I, = (=1/v,1/v), v > 0. For § > 0, the space O~°(D + il,) is defined as
a subspace of O(R + il,) with the property that for every K CC I, and € > 0
there exists a suitable C' > 0 such that |F(z)] < Ce~(0=9)Ifezl " » ¢ R 4+ iK. Then
P.(D) :=indlim,, . oY "(D+1l,) is the space of all rapidly decreasing, real ana-
lytic functions (cf. [40, Definition 8.2.1]) and the space of Fourier hyperfunctions
Q(D, E) is the space of continuous linear mappings from P,(D) into E endowed
with the strong topology. We point out that Fourier hyperfunctions were firstly
introduced by M. Sato in [88] who called them slowly increasing hyperfunctions.
Let us note that the sub-index * in P.(D) does not have the meaning as in the
case of ultradistributions. This is often used notation in the literature (cf. [40]).
Recall, the restriction mapping Q(D, E) — B(R, F) is surjective.
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Theorem 1.2.1. [40] The space B.(R™) of hyperfunctions with compact support,
the space Q7% of exponentially decreasing hyperfunctions of type —6, and the space
Q of Fourier hyperfunctions are in the following subspace relationships via natural
embeddings.

B.(R") — Q° — Q.

In addition, the definition of the Fourier transforms for these spaces is consistent
with embeddings.

Recall [40], an operator of the form P(d/dt) = > 7, br(d/dt)* is called a local
operator if klim (|bx|E!)Y* = 0. Note that the composition and the sum of two local
—00

operators is again a local operator.

The main structural property of Q(D) says that every element f € Q(D) is
of the form f = P(d/dt)F, where P is a local operator and F' is a continuous
slowly increasing function (for every e > 0 there exists C. > 0 such that |F(t)| <
C.efll) t € R). More precisely, we have the following global structural theorem
(cf. [40, Proposition 8.1.6, Lemma 8.1.7, Theorem 8.4.9]), reformulated here with
a sequence (L,),:

Let, formally,

[ee] L2 [e’e]
Py, (d/dt) =[]+ p—gdZ/dt2) = ayd?/dt”, (1.6)
p=1 p=0

where (L,), is a sequence decreasing to 0. This is a local operator and we call it
hyperfunction operator.

Let T € Q(D, E). There is a local operator Pr, (—id/dt) (with a corresponding
sequence (L,),) and a continuous slowly increasing function f : R — E (for
every € > 0 there exists C. > 0 such that ||f(z)|| < C.e®l, 2 € R) such that
T = P (—id/dt)f.

If a hyperfunction is compactly supported, suppf C K, f € B(K, E), then we
have the above representation with a corresponding local operator P, (—id/dt)
and a continuous F—valued function in a neighborhood of K.

1.3 Some results from the theory of Generalized
semigroups

In this section we briefly give some definitions and theorems of the theory of
generalized semigroups. We will extensively use these results in the subsequent
chapters. The theory of generalized semigroups has started to develop after the
paper of J.L.Lions [67] on distribution semigroups. From now on, unless otherwise
stated, by E we denote a Banach space. In [67], the distribution semigroups are

defined by:

Definition 1.3.1. [67] A distribution G is a distribution semigroup if following
condition are satisfied:
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(i) G € DY(L(EsE)), G=0, for t<O0;

(ii) G(e*x¢) = G(e)G(Y) for all p, ¥ € Dy, where Dy is the space of all ¢ € D
such that ¢(t) = 0 for ¢t < 0;

(iii) Let ¢ € Dy, z € E and y = G(p)x. The distribution Gy is equal to a
continuous function u on [0,+00) and u(t) = 0 for ¢ < 0 with range in E
and u(0) = y;

(iv) The range of the all elements G(¢)x, where ¢ € Dy, x € E is dense in E;
(v) If for all ¢ € Dy, G(p)x =0, x € E then z = 0.

The sequence p,, € Dy is regularizing if p, — J in the space of measures with
compact support, equipped with the weak topology. Let T' € & and T = 0 for
t < 0. Note that for p € Dy, T x p € Dy. For such regularizing sequence p,, the
following two properties can be proven:

a) G(pp)xr — x , when p, — 0,
b) G(T * p,)z converge to some y € E, when T' € &£'.

We say that z is in the domain of G(T'), (x € D(G(T))), if there exists regularizing
sequence p,, such that G(p,)r — x and G(T * p,)z converge in E. The limit of
G(T * py)x is denoted by G(T")x. Then,

G(pn)r —

G(T * pp)r — G(T)x.

We deonte by G(T') the closure of the operator G(7'). The following theorem
holds:

Theorem 1.3.1. [6_’7/ Let T € &£ is zero for t < 0. Define the closed operator
with dense domain G(T') with

G(T)G(p)z = G(T)G(p)r =G(T x¢)z, ¢ € Dy,x € E.

The operator A = G(—0¢') is an infinitesimal generator for the distribution
semigroup G. Note that G() = I.

The space D(A) is the domain of the infinitesimal generator A, with the norm
|z||+[|Az||. For U € D! (L(E; D(A))) and V' € D' (L(D(A)); E') the compositions
UxV and VU are defined on D', (L(D(A); D(A))) and D', (L(E; E)), respectively.
The distribution —6 ® A+ ¢’ ® I is an element of D', (L(D(A); E)).

Theorem 1.3.2. [67] Let G be a distribution semigroup with infinitesimal gene-
rator A. Then:

i) G € D' (L(E; D(A)));

ii) <—A+%>*G:5®IE;
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iii) G (= A+5) =@ Ina,
where 14 and Ipay are identity mapping on A and D(A), respectively.

This corollary is closely related to the solutions of abstract Cauchy problem,
having distribution as an initial value.

Corollary 1.3.1. [67] If G is a distribution semigroup with infinitesimal generator
A, then the equation

0
—Au+au:T, u € D, (D(A)),
where T € D' (E) has an unique solution w = G T. If suppT C [o,00) then
suppu C [a, 00).

The opposite direction also holds:

Theorem 1.3.3. [67] Let A be a closed operator with dense domain in E. If the
solution

)
Aut Zy=T
u—l—atu s

where u € D' (D(A)) and T € D! (E), has an unique solution depending of conti-
nuity of T and suppose that T is zero for t < « then w is zero fort < «, then A
1s infinitesimal generator of an unique distribution semigroup.

Following the idea on L. Schwartz on considering the space of all rapidly de-
creasing functions S and its dual, J.L. Lions, [67] introduced and studied the
exponential distribution semigroups.

A distribution G is an exponential distribution semigroup if G is a distribution
semigroup and the following additional condition is satisfied:

there exists &y, such that e 'G € S'(L(E; E)), for £ > &.

From the above definition it is clear that all the results on distribution se-
migroups hold for exponential distribution semigroups. Note that now, for the
definition of G(T') there is no need T to be with compact support, but it is only
enough for 7" to have a suitable growth at infinity.

Theorem 1.3.4. [67] Necessary and sufficient condition for the closed linear ope-
rator A with dense domain in E to be infinitesimal generator of exponential dis-
tribution semigroup are:

i) there exists &y, such that —A + p, forp =&+ in, £ > & is an isomorphism
from D(A) to E;

i6) If G(p) = (~A+p)™), € > & then | G()] < pol(lp]).

P.C. Kunstmann [62], gave new definition of the distribution semigroups ex-
tending the previous theory of distribution semigroups, in direction that the gene-
rators of the distribution semigroups are not densely defined. Similarly like Lions,
he treated the abstract Cauchy problem as a convolution equation which showed
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to be very useful.
By %o we denote the mapping %q: D x D — D,

Fro®) = [ 79t~ s)ds.

which is bilinear, separately continuous, associative and coincides on Dy x D
with the usual convolution. The definition of P.C. Kunstmann of distribution
semigroups is:

Definition 1.3.2. [62] An element G € D{(L(E)) is a pre-distribution semigroup
(shorty pre-DSG) if for all ¢, € D

G(P)G() = Glp %0 b). (1.7
A pre-DSG is non-degenerate or just distribution semigroup (shorty DSG) if
N(G) = {KerG() : € Do} = {0}, (19
A pre-DSG it is called dense if
R(G) = {ImG(¢) : p € Dy} (1.9)

is dense in .

Let T € &). Then
G={(z,y) € Ex E:Yp € Dy G(T * o)z = G(p)y}.

G(T) is a closed linear operator in E for all T in &). The generator A of G is the
closed linear operator A := G(—¢'). If the DSG G is a dense, then its generator
is a dense operator.

In the definition of J.L.Lions, G is an element of D (L(F; E)) satisfying for all

0,0 €Dy,  G(p)GY) = Gle*1) (1.10)

and in addition for all ¢ € Dy, YDy, © € F, there exists continuous function u on
[0, 00) such that for all » € D G(1)G(p)x = [, ¥(t)u(t) dt. The definition of Lions
requires u(0) = G(¢)x, but by (1.10), u(t) = G(rp)x, where rrp(x) = @(x—1t), for
t > 0, this condition is automatically fulfilled by the continuity of u. In the sequel
by DSG-L, we mean the distribution semigroup in the sense of definition of Lions,
and when DSG is used it means that the previous definition (definition of P.C.
Kunstmann) is in consideration. Note that being DSG-L is equivalent to being
a dense DSG. In the case of dense DSG the definitions of the generators by J.L.
Lions and P.C. Kunstmann coincide. When the DSG is non-densely defined that
is not a case. In fact if A is a generator of a non-densely defined DSG, then the
generator in sense of J.L.. Lions coincides with with the closure of the restriction
of Ato Do =N, D(A™). Also in [62] is given that the non-densely defined DSG
cannot be obtain simply by dropping condition of denseness of DSG-L.
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Example 1.3.1. [62] Let G be a non-dense DSG with generator A. Then D(A)
is not dense in E, so there are x € E and x* € (D(A))°, such that (z*,x) # 0.
Then G := G+ ® (z*, ) doesn’t satisfy (1.7).

Let £ and D be Banach spaces and P € D{(L(D, E)). A fundamental solution
for P is an element G of Dy(L(E, D)) which satisfies PxG = d® g and GxP = {®
Ip, where I and Ip are identical mappings on E and D respectively. Furthermore,
a few important results from [62] are listed, which are generalized in subsequent
chapters to the case of ultradistributions and Fourier hyperfunctions.

Theorem 1.3.5. [62] Let A be a closed operator in E. Then A generates a
DSG G if and only if there is a fundamental solution for P =6 @ I —0® A €
Dy(L(D(A), E)) where D(A) is supplied with the graph norm and I denotes the
inclusion D(A) — FE.

Theorem 1.3.6. [62] Let G be a DSG with generator A. Then the following
statements are equivalent:

a) G is a dense DSG;
b) G(-)* is a DSG in E*;
c) A is densely defined.

Corollary 1.3.2. [62] Let A be a closed operator in E. A is the generator of a
DSG if and only if there are constants o, 3,C' > 0 and n € N such that

A:={Ae€ C: Re) > alog(l+|\|) + 5} C p(A)

and

YA e AR A < O+ )™

Theorem 1.3.7. [62] Let G be a pre-DSG in E, a > 0 and n € N. Suppose G
has a strongly continuous representation F of order n on [0,a|. Then

a) For all s,t € [0,a] with s+t € [0,a,

t+s s
(s+t—r)"! / (s+t—r)"!
Ft)F(s)= | —————F(r)dr— | ————F(r)dr.
0F(s) = [ e ar— [ S r e i
¢ 0
Furthermore
KerT = U KerF(t) and KerS = ( U ]mF(t))o,
t€(0,a] t€(0,a]

where T € L(N(G)) denotes the kernel operator of G and S denotes the
kernel operator of G(-)*.
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b) If G is a DSG with generator A, then
t

(x,y) € A=Vt € [O,a]:F(t)x—i—T:x—/F(s)yds.

For the needs of Chapter 3 and Chapter 4, we give the definitions of (local)
K-convoluted C-semigroup and « times integrated C'-semigroup:
Let A be a closed operator K be a locally integrable function on [0,7), 0 <

7 < 00, and let O(t f K(s)ds, 0 <t < 7. If there exists a strongly continuous
operator family (SK(t))tG[O,T) such that, fort € [0,7), Sk (t)C = CSk(t), Sk(t)A C
ASk(t) fSK Jxds € D(A), x € E and

A/SK(s)de = Sk(t)xr —O()Cx, z € E,

then (S (t))ieo,r) is called a (local) K-convoluted C-semigroup having A as a
subgenerator.

For 7 = oo, we say that (Sk(t));>o is an exponentially bounded K-convoluted
C'—semigroup generated by A if, additionally, there exist M > 0 and w € R
such that |[Sk(t)|] < Me**, t > 0. (Sk(t))icjo,r is called non-degenerate, if the
assumption Sk (t)z = 0, for all ¢ € [0, 7), implies = = 0.

If K(t) = tra( ;, a > 0, then we also say that (Sk(t))icpo,) is an a-times in-
tegrated C-semigroup having A as a subgenerator. Then it is straightforward to
see that A is a subgenerator of an n-times integrated C-semigroup, for any n € N
with n > «. Usually, we will have C' = [ in the definitions of (local) K-convoluted
semigroups (see [57]).

In Chapter 3 it will be given a structural theorem through convoluted semi-
groups using [70]. Using the results of P.C. Kunstmann, M. Kosti¢ and S. Pilipovié
[58] considered ultradistribution semigroups with non-densely defined generators.
They mentioned also ultradistribution semigroups in sense of J.L. Lions, shortly
noted as UDSG-L. We recall from [58] the definitions of L-ultradistribution semi-
groups and ultradistribution semigroups (following [67] ,[62] and [104]).

Definition 1.3.3. [58] Let G € Df(R, L(E)). It is an L-ultradistribution semi-
group of x-class if:

(U1) G(¢xv) = G(9)G(Y), &, ¢ € DG(R);

(U.2) N(G) == ﬂ¢eDg(R) N(G(¢)) = {0}

(U.3) R(G) = Uqbep* (&) B(G(9)) is dense in E;

(U.4) For every z € R(G) there exists a function u € C([0, 00), E) satisfying

u(0) = = and G(¢ :/qﬁ t)dt, ¢ € D*(R).
0
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If G € D(R, L(E)) satisfies

(U.5) G(opxov) = G(9)G(¥), ¢, v € D*(R) (f*og(t) := ftf(t—s)g(s)ds, t € R),

0
then it is a pre-(UDSG) of *-class. If (U.5) and (U.2) are fulfilled for G, then G is
an ultradistribution semigroup of -class, in short, (UDSG). A pre-(UDSG) G is
dense if it additionally satisfies (U.3).

If G € D(R, L(E)), then the condition:
(U.2)" suppG(-)x € {0}, for every x € E\ {0}, is equivalent to (U.2).

The next example shows the differences between L-ultradistribution semi-
groups and ultradistribution semigroups. In fact, the example 1.3.1 in context
of ultradistribution semigroups is paraphrased in next example.

Example 1.3.2. Let A and E be as in Example 3.1.1. Choose an element x € E
and afterwards a functional 2* € (D(A))® with (2%, z) = 1. Let G be as in Example
3.1.1and G := G+ 0® (z*,-)z. Then G satisfies (U.1), (U.2), (U.4), but not (U.5).

In context of Lemma 2.2, Lemma 2.4, Lemma 2.6-2.7 and Lemma 3.6 in [62] in
sense of ultradistribution semigroups, in [58] the following two theorems are given:

Theorem 1.3.8. [58] Let G be a pre-(UDSG) of x-class, F := E/N(G) and q be
the corresponding canonical mapping q : 2 — F'. Then:

a) Define H € Df (L(F)) by qG(p) := H(p)q for all ¢ € D*. Then H is a
(UDSG) of *-class in F.

b) (R(G)) = R(G).

c¢) Assume that G is not dense. Put R := R(G) and H := G|g. Then H is a
dense pre-(UDSG) of x-class in R.

d) The adjoint G* of G satisfies N(G*) = R(G) . (Herein R(G)  denotes the
polar of R(G).)

e) If E is reflexive, then N'(G) = R(G*)

f) G*is a (UDSG) of *-class on E* if and only if G is a dense pre-(UDSG) of
x-class. If E is reflexive, then G* is a dense pre-(UDSG) of *-class on E*
if and only if G is a (UDSG) of x-class.

g) G is a (UDSG) of x-class if and only if (U.1), (U.2) and G(py) = G(p),
o € D* hold.

h) N(G) N (R(G)) = {0}
i) Assume that (U.3) holds. Then we have the following equivalence relation:

[(U.1) A (U2) A (UA)] < [(U5) A (U2))].

Theorem 1.3.9. [58] Let G be a (UDSG) of *-class and let S,T € &', ¢ € D,
v € D* and x € E. Then the following holds:



1.3. Some known results from the theory of Generalized semigroups 17

a) (Glp)e, GT*T* ...« Txp) e G(T)™, m e N.
b) G(S)G(T) € G(S *T) with G(S)G(T) = D(G(S = T)) N D(G(T)) and
G(S)+G(T)CGS+T).

¢) (GW)x, G(=y" )z —(0)z) € G(=d").
d) If G is dense, its generator is densely defined.

In the same way as in the case of distributions, the definition of ultradistribu-
tion fundamental solution is given by the following definition:

Definition 1.3.4. [58] Let D and F are Banach spaces and let P € Dy (L(D, E)).
Then G € Dy (L(E, D)) is said to be an ultradistribution fundamental solution
for Pwhen P+G=0QIpand Gx P =0 Ip.

Every (UDSG) is uniquely determined by its generator.

Theorem 1.3.10. [58/ Let A be a closed operator. If A generates a (UDSG) G
of x-class, then G s an ultradistribution fundamental solution for

=0 ®Ipay—0®A€ D* (L([D(A)], E)).
In particular, if T € DS (E), then u= G % T is the unique solution of

0 ’
—Au + au =T, weD;([DA)]),

and the supposition suppT C [a,00) implies supp C [a,00). Conversely, if
G € DY (L(E,[D(A)))) is an ultradistribution fundamental solution for P, then
G is a pre-(UDSG) of x-class in E generated by the closure of the operator

A= {(a(=),q(v)) : (x,y) € A}.
Theorem 1.3.11. [58] Assume that (M.3) holds. Let T € D (E) and let A be a

closed, densely defined operator. Assume that the equation
—Au + %u =T, ueD;(DA)

has a unique solution depending continuously on T, and that the assumption
suppT C [ar, 00) implies suppu C [o,00). Furthermore, assume that for T = §
the corresponding solution w fulfills suppu(-,z) € {0}, @ € E\{0}. Then A is the
generator of an L-ultradistribution sengmup of x-class.

Theorem 1.3.12. [58] There exists an ultradistribution fundamental solution of
x-class for a closed linear operator A if and only if there exist [ > 0 and 8 > 0, in
the Beurling case, resp., for every | > 0 there exists B > 0, in the Roumieu case,
such that:

A(M”) C p(A), resp., Al{ﬂl”} {Ae C: ReX > M(IN) + 81} C p(A)
and

[ROV: )| < BeMIPD N e A, resp., [ROV: A)]| < fe N, 3 e A
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In the same paper M. Kosti¢ and S. Pilipovi¢ [58], considered exponential ult-
radistribution fundamental solutions.

Definition 1.3.5. [58] Suppose G is an ultradistribution fundamental solution of
x-class for a closed linear operator A, resp., G is a (UDSG) of *-class generated by
A. Then it is said that G is an exponential ultradistribution fundamental solution
of x-class for A, resp., an exponential (UDSG) of *-class, (EUDSG) in short, if
(U.7) there exists w > 0 such that e™G € S*'(L(E)) holds. Conditions (U.5) and
(U.7) define an exponential pre-(UDSG).

Theorem 1.3.13. [55] Suppose A is a closed linear operator. Then there ezists
an exponential ultradistribution fundamental solution of x-class for A if and only
if there exist a > 0, k > 0 and L > 0, in the Beurling case, resp., there ezists
a > 0 such that, for every k > 0 there exists Li > 0, in the Roumieu case, such
that:

{Ae C: ReX>a} C p(A)and
|R(X: A)|| < LeM*AD X € C, ReX > a, resp.,
IR\ : A)|| < Lpe™*AD - forall k>0 and X\ € C,Re) > a.

In the case of hyperfunction semigroups, S.Ouchi is the first who studied more
deeply, while using the approach of J.L. Lions, Y. Ito considered Fourier hyper-
function semigroups with densely defined generators. But, that kind of approach
can not be used because of the analyticity of the test functions. In Chapter 4 Fou-
rier hyperfunction semigroups will be defined using substantially new approach.

1.4 Some results connected to the Cauchy pro-
blem

The Cauchy problem has been extensively studied in past three decades, [5], [25],
[70]. We point out some references, for another approaches to the abstract Cauchy
problem with non-densely defined A through the theory of integrated, convoluted,
distribution or ultradistribution semigroups, [2]-[7], [34], [62]-[66], [74], [70].

Consider the homogeneous Cauchy problem
u'(t) = Au(t), t>0, u(0)==x

where A is a linear closed densely defined operator on a Banach space F, x € F
By [D(A)] is denoted the Banach space with the norm ||x|[a» = ||z| + || Az|| +
oA

Theorem 1.4.1. [70] Let A be a generator of n-times integrated semigroup {V (t) :
t >0}, neN. Then
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a) forx € D(A),t >0
V(t)r € D(A), AV(t)xr =V (t)Ax,

and
t

V(t)r = —~T+ /V(S)Aa: ds;
n!
0

b) forx e D(A), t >0

t

/V(s)x ds € D(A)

[e=]

and .
A/V(s)x ds =V (t)xr — Z—T;x;
0
c) forx e D(A"), ne N
n—1 i
1742 () =V(t)A"x + Z %Akx,
k=0

d) for x € D(A™!)

d
EV(”) (t)x = AV (H)z = V(1) A

e) the homogeneous Cauchy problem is (n,w)-well possed.

We recall from G. Da Prato and E. Sinestrari, [25] some results which in the

19

last chapter will be used to give more general theory on the spaces of weighted
ultradistributions. At the beginning, some definition and notation will be given
which will be used in the sequel. They considered different type of solutions of

the Cauchy problem,

u'(t) = Au(t) + f(t), w(0) =ug, t€l0,T]

where A is a closed operator A: D(A) CE — FEand f:[0,7] — E, up € £

are given. Here A is not need to be densely defined. Some of the spaces which are

considered here are spaces with E-valued functions:

C(0,T;E) ={u:[0,T] — E,u is continuous}

with norm |[u||co,r;e) = sup ||u(t)|| and
0<t<T

C"={u:[0,7] — E, u® € C(0,T;E),k=0,1,...
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where n € N and u® denotes the Fréchet derivative. Further, the definitions of
L? and Sobolev E valued spaces are given as follows:

LP(0,T; E) = {u:[0,T] — E;u is strongly integrable and||u(-)||"is integrable}

for 1 < p < oo with norm ||ul|zr(o,r; ) fo Ju(t)||P dt)'/>.
The E-valued Sobolev spaces:

t
W0, T; E) = {u:[0,T] — E;u(u) = ug + /u'(s) ds, t€0,T]
0
for some uy € E and u' € LP(0,T; E)} for 1 <p < o0
and norm ||u||lwiro,r;z) = |[v]|Lro,rE) + | Lr0,7;:E)-
Let A : E — FE be a closed linear operator in the Banach space E and
feLlP(0,T;F) for 1 <p< oo, uy €FE. A strict solution in L of

u'(t) = Au(t) + f(t),u(0) = ug,t € [0, T]a.e. (1.11)

is a function v € WH?(0,T; E) N LP(0,T; D(A)) satisfying (1.11).
Let f € C(0,T; E) and uy € E. A strict solution in C' of

u'(t) = Au(t) + f(t),u(0) = ug, t € [0, 7] (1.12)

is a function u € C*(0,7 : E) N C(0,T; D(A)) verifying (1.12).
Note that a strict solution in C' of (1.12) is a strict solution in L? of (1.11). The
opposite direction is not true in general.

A function u € LP(0,T; E) is called an F-solution in L of (1.11) if for each
k € N, there is u, € WHP(0,T; E) N LP(0,T; D(A)) such that by setting

uy(t) — Aug(t) = fr.(t), ux(0) = ugy, t € [0, T)a.e. (1.13)

follows
Jim (lu = ullerorsm) + [ fie = fllzro,rm) + lluok = uoll5) = 0. (1.14)

Note that if u is a strict solution in LP then w is an F-solution in LP. The opposite
direction is not true in the general case.
Let f € L}(0,T; E) and Uo 6 E. Then u : [0,7] — F is an integral solution
of (1.11) if w € C(0, T E), fo s)ds € D(A) for t € [0,T] and

u()—uo—l—A/ ds+/f t € [0,7). (1.15)

From the above definitions it is clear that v € C(0,7T; E) is an integral solution of
t

(1.11) if and only if v(t) = [u(s)ds, t € [0,T] is a strict solution in C' of
0

t

V'(t) = Av(t) + ug + /f(s),, v(0) =0, t€]0,T].

0
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t+h
Rewriting u(t) as u(t) = hII(l) + [ u(s)ds € D(A) and by the definition of integral
t
solution, an integral solution has values in D(A). The integral solution of (1.11)

is unlque.

Theorem 1.4.2. [25] Let f € LP(0,T; E) and ug € E. Ifu is an integral solution
of (1.11) belonging to WP(0,T; E) or to L*(0,T; D(A)) then u is a strict solution
in LP of (1.11).

Now, let B be the operator defined by Bu = —u’ with domain D(B) = {u €
Whr(0,T; F) : u(0) = 0} and let B, = n*R(n: B) —n =nBR(n: B), n € N be
the Yoshida approximations of B.

Theorem 1.4.3. [25] Given f € LP(0,T;E) and uy € E there exists for each
n € N a unique v, € LP(0,T; D(A)) verifying

Bn(v, —ug) + Av, + f =0

and the following estimates hold

lon @)1 < M([uoll +]

/ 9l ds), te0,Tlae.

0
vnllzro,riz) < M1+ T)(|uol| + | flr07:E))-

The solutions in the previous theorem approximate in LP(0,T'; E) each possible
F-solution in LP.

Theorem 1.4.4. [25] Given f € LP(0,T; E) and ug € E let v, be the solution of
the approximating problem in the previous theorem. If w is an F'-solution in LP of
(1.11) then

i {|u = [ o0, = 0.

Theorem 1.4.5. [25] If u is an F-solution in LP of (1.11) then u € C(0,T; E),
u(t) € D(A) for each t € [0,T], u(0) = uy and

[ < M ([Juoll +/Hf(8)||d8)7 t€[0,71;

so the F-solution in LP is unique. In addition, if u verify (1.13) and (1.14) then
Jim g, = ulleorm) = 0.

Lemma 1.4.1. [25] If f € C3(0,T; E), f(0) = f(0) = f”(0) = 0 and uy = 0 then

the problem (1.12) has a strict solution in C.

Theorem 1.4.6. [25] Problem (1.11) has a unique F-solution in LP for each
feLP0,T;F) and up € D(A).
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Theorem 1.4.7. [25] Let f € W'P(0,T; E), ug € D(A) and
Aug + f(0) € D(A). (1.16)
Then there exists a unique u € C*(0,T; E) N C(0,T; D(A)) verifying
u'(t) = Au(t) + f(t), u(0) =ug, t €[0,T].
Moreover v = u' is an F-solution in LP of the problem
V'(t) = Av(t) + f(t), v(0) = Aug+ f(0), t € [0,T]a.e.

Here the condition (1.16) is a compatibility condition between f and wug: if

there exists a strict solution in C' of (1.12) then Auy + f(0) € D(A) since

Aug + f(0) =4/(0) = limM € D(A).

t—0 t

Theorem 1.4.8. [25] Let f € LP(0,T;D(A)), uyp € D(A), Auy € D(A). Then
there exists a unique u € W'P(0,T; E) N C(0,T; D(A)) such that

u'(t) = Au(t) + f(t), u(0) = ug, t €[0,T]a.e.
Moreover, v = Au is an F-solution in LP of the problem

V'(t) = Av(t) + Af(t), v(0) = Aug, t € [0,T]a.e.



Chapter 2

Some Classes of Multipliers and
Convolutors

in the Spaces of Tempered
Ultradistributions

In [97] and [33] convolution operators and multipliers of the space S were studied
by L. Schwartz and J. Horvath. Later, G. Sampson, Z. Zielezny, [87], [108] charac-
terized convolution operators of the spaces K, p > 1. D. H. Pahk, [78] considered
convolution operators in K. Topological structure of the spaces of multipliers and
convolutors in K, was studied by S. Abdulah, [1]. The convolution in ultradistri-
buton spaces were considered in [38] by S. Pilipovi¢, A. Kaminski, D. Kovacevi¢,
while convolutors in the spaces of ultradistributions were investigated in [13], [38],
[39], [59], [82], [85], [86].

The main interest in this chapter are convolutors and multipliers in the space
of tempered ultradistributions of Beurling and Roumieu type and their characte-

rization. To motivate the research on convolutors, consider the following example:
o

Let P(D) = > a,D* (with suitable assumptions on coefficients), then the
|a|=0

equation P(D)u = v can be rewritten in the form P(d) *x u = v. Hence, conside-

ring equations of the type S*u = v one generalizes the concept of ultradifferential

operators with constant coefficients. In order to consider such equations, S must

be an ultradistribution that has well-defined convolution with elements of S(*»)

resp. StMr},

2.1 The space of Convolutors

Assume that (M.1), (M.2) and (M.3) holds.

Definition 2.1.1. The space of the convolutors O, of & is the space of all
S € &8 such that the convolution S * ¢ is in §*, for every ¢ € S*, and the

23
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mapping

o — Sxyp, S — 8§ is continuous.
Recall from [85] several results.

Proposition 2.1.1. [85] If p € §* and S € 8" then,

(S *p)(x) = (S(), p(x — 1)), =eR",

18 a smooth function which satisfies the following condition:
There is k > 0, resp. there is k, € R, such that for every operator P of class
x and ¢ € §*

P(D)(S * ¢)(z) = O(eM*D), |z |— oo, resp.
P(D)(S * ¢)(x) = O(eN’“P““”D), | z |—= 0. (2.1)

From the definition, for S € O the mapping
T—S«T, S —8", Iiscontinuous.
Proposition 2.1.2. Let S € 8. The following statements are equivalent.
a) S is a convolutor.
b) For every ¢ € D*, Sx*¢p e S*.
c) For every r > 0, resp. there exist k > 0

{eMl)S(. — 2); x € R} resp. {eMFDS( —2); z € R},
is bounded in D'.
d) For everyr > 0, resp. there exist k > 0, there isl > 0, resp. there is k, € R,
and L functions Fy and Fy such that

S=PFR(D)F, + F,, resp. S =Py (D)F + F,

and
™D (| Fy(@) | + | Fa(a) [)] e < 00

resp.
M D (| () |+ | Fa(a) [ < o0

Proof. 1t will be proven only Roumieu case. Beurling case is similar.
a) = b) It’s obvious.
b) = ¢) Let ¢ € D*.
(M7, 8, (1)) = (MEDS, ot + x)) =
= MED (S % o) (—2).
| M8« g)(—) |< Osi(S + 9) .
c) = d) For this part the following lemma of H. Komatsu [51] is needed.
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Lemma 2.1.1. Let K be a compact neighborhood of zero, r > 0, and r, € R.

i) There are u € Dﬁ( /2 and ¢ € D, (Mo) such that
P(Du=0+7, (2.2)

where P, is of form (1.3).

ii) There are w € C* and ¢ € DE(MP} such that

P (D)yu=06+1, (2.3)
suppu C K, sup{w#”} — 0, J|a|— oo, (2.4)
zeK Hj:l ] Ma

where P, is of form (1.3).

Let Q be a bounded open set in R” which contains zero and K = Q. Let B be
a bounded set in DE(M” ' For pebB

[ (MM S, (1) |= eMED | (S % ) (—a) < C, (2.5)

for all z € R™ where C' > 0 does not depend on ¢ € B. Denote by Lemp( M)

I
the space of locally integrable functions f on R" such that f(-)e=™®*ID) ¢ L1(R")
supplied with the norm

et eap-nray = 1 C)e ™ ED|

Let B; be the closed unit ball in the space Lixp(—M(k\~|))7 Y € By N DMy} and
¢ € B. Then,

| (S, 0) [=] (S *p)(—),9) |< (2.6)
<8 * p(—z) - M| po | £ cap(-rry < ClIYN L1 eap(-arry < C-

| (S * 0, 0) [< CllY It eap-acer ) (2.7)
for all ¢ € B and 1 € DIMe}. From (2.6) it follows that
{S*¢| ¢ € Byn DI}

is bounded set in DgMP}, and because D}{(Mp} is barrelled, the set is equicontinuous.
There exist k, € R and € > 0 such that

| (S%0,9) < 1,9 € Bin DM 9 eV, (o),

where
MP
Vi, (e) = {x € D" Ixllser, < e} (2.8)
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The same inequality holds for the closure V4, (¢) of V4, (¢) in D}{%’; b Ifg e Ds{%f, s

then for some Ly > 0, [|0/Lg||x, < €. Hence 8/Ly € Vj, (¢) and | (Sx6,9) |< Ly,
for 1 € By N DM} Tt follows that for ¢ € DiMr}

| (S %0,9) [< Lollvoll L1 eap(-arei) - (2.9)

Because DIMr} is dense in LY, it follows that for every 6 in Dg\g’;}, S0 is
a continuous functional on Lixp(—M(kH)' Thus S * 6 belongs to ngp(M(kH)) ={fe
L17106| | £(-)eMED||, < o}, since the space L33 arex)y 18 the dual of the space
Lexp(_M(k‘,l). Hence,

15 0(2) | Lo canrrur-y < Lo
where Ly > 0 is a constant which depends of 6. From Lemma 2.1.1 for the chosen
k, € R and Q there exist k, and u € Dgﬁz Vand ¢ € DéMp} such that

S=P; (D)(uxS)+ (¢ *5).

Now it’s obvious that F} = u* S and F; = ¢ * S satisfy the conditions in d).

d) = a) Assume that F» = 0. The general case can be proved analogously. It is
enough to prove that ¢ — F x ¢ is a continuous mapping from StMe} to StMrl},
Then, a) will hold because of the continuity of the operator P, (D) and the fact
that Py, (D)(S * ¢) = Py, (D)S * ¢. Observe that the continuity of the mapping
o — F x ¢ will follow if it is proved that for every r which is bigger than some
fixed rg, there exist [ such that ¢ — F x ¢ is a continuous mapping from Saler
to Seer’ (because S} is a inductive limit of Si*"). For the k in the condition
d) we choose 7y, small enough such that for all » < ry the integral

/ o= MKIH) M(rit]) gy
Rn
converge. Fix r such that » < ry. Note that

rp|:c]p<'rp|:c—t|p rP |t P
oM, = M M, =

p p

(2.10)

< Mlrla=th) | Ml < 9oM(rla—t) M(rit)

and the last inequality holds since the function M (p) is nonnegative. For the
associated function there exist py > 0 such that for p < py, M(p) = 0 and for
p > po, M(p) > 0 (for the properties of the associated function we refer to [48]).

2
If|z|> /0 then from the inequality (2.10) it follows that
r

eMGlel) < 9eM(rlz—t) M(rlt)

2 r

If | z|< ﬂ, there exist ¢ > 0 such that eMG1*) < ¢ Hence, it follows that for
r

all x € R"™, the following inequality holds

eM(%|z|) < 2(0 4 1) eM(r\xft\)eM(rM)
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and obtain that
—M (rlz—t|) < CeMrith g =M(52)) 7

where C' = 2(c+1). Let [ < r/4. Then,

[“| FxDY (U]2]) o
= MiHe —E/’F(t)||Da90(x—t)|dteM(l:vl)_

1 M(k:|t|) N OéeM(7'|:C (la])
E/ | F(t) M(k|t|) | D ( t) | T ﬂdte <

< Cl(i)“ST(@ / =Mkl M (1t gy =M (5lal) M (lal)
o r
Rn
Because of the way that [ is chosen, it follows that

|| F o D(w) | MUV
M,

s1(F % ¢) = sup < C"s.(¢),

where C” is a constant which does not depend on . It is shown that ¢ — F'x o,
. . . Mp,r Mp,l . .

is continuous mapping from Ss”” to So””. Hence, ¢ — F x ¢ is continuous
mapping from S1Mr} to STMp}, O

It is clear that the ultratempered convolution of Si,Sy € OfF is in O (see
38]). As well for any 7' € 8", and ¢ € §*,

((S1% Sp) x T, 00) = (Sy T, Sy % 1) = (2.11)

:<T*Sg,31*w>:(T,(Sl*Sg)*w.

Supply O¢ with the topology from Ly(S*, 8*) and denote it by O¢i . The same
topology on this space is induced by L(S™", 8"™).

Proposition 2.1.3. The strong topology on L(S"™,S8™) induces the same topology
on Of.

Proof. Let U be a neighborhood of zero in 8. Without loss of generality it can
be assumed that

U=UWV"B)={S€0(88)|S«T eV, forall T € B'},

where B’ is bounded subset in 8™ and V" is a neighborhood of zero in ™. Assume
that

V'=V'(B,e)={T €S| | (T,p) |<eforallp € B},
where B is bounded in §*, and € > 0. Let

V={peS||(T,¢) |<eforalT e B'}.
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Since §* is barreled is follows that V' is a neighborhood of zero in §*. Without
loss of generality it can be assumed that B = B ={¢ | ¢ € B} and B' = B’ =
{T'| T € B'}. Let

W =W(V,B)={S € O0i(8™;8™)|S«p eV forallp € B}.

We will show that W(V,B) Cc U(V',B’). Let S € W(V,B), T € B and ¢ € B.
Then

| (ST, ) |=| (T, 5+ ¢) [<e.
Hence S« T € V' for all T € B’. So it is shown that the topology induced

by L4(S8"™,8™) is stronger than the topology induced by L (S*,S8*). The other
direction is similar and it is omitted. O

Ix

Proposition 2.1.4. O ; is complete.

Proof. Let {S,} be a Cauchy net in O . Then {S,} is a Cauchy net in L,(S*, S*),
where S, : 8* — S* are induced continuous linear operators by S, S.(¢) =
S, * . Since S* is complete and bornological [102], Corollary 1 of Theorem 32.2,
L,(S*,S*) is complete, there exists R € Ly(S*,S*), such that S, — R. Define
T € 8™ by (T,¢) = R(p)(0). For p € §*, R(p) =T * ¢, since for z € R"

R(p)(w) = Him(S), * p)(x) = Him(S), * (1:¢))(0) =

= R(1.)(0) = (T, oip) = T % () .

Thus for ¢ € §*, T'* ¢ € §* and the map ¢ — T * ¢ is continuous. It follows
that 7" € O, and moreover S, — T in O since T' = R. H

Proposition 2.1.5. A sequence S,, from O¢ , converges to zero in O¢ if and only
if for every k > 0 resp. there exist k > 0, there exists v > 0, resp. there ezists
k, € & and sequences of L™ functions Fy, and Fs,, such that

Sn = PT(D)Fln + FQn, resp. Sn = Pkp(D)Fln + FQn, (212)

Flna F2n € O/C*;
M D Frg | 4 | Fon )|z < 00

and
i, — 0, F, — 0 m O,C*',S , (213)

Proof. The proof of the proposition is similar with the proof of the Proposition
2.1.2, but it will be given for the sake of completeness. Let S, be a sequence in
OgMp} Mo} Let Q be a bounded open set in R"

which contains zero and K = . Let ¢ € D%Mp} be fixed. Then S, *x ¢ — 0 in
StMr}, Because STMr} is a (DFS) space, it follows that there exist & > 0 such that
Spx @ € Sé‘fp”“, and is bounded there, i.e.

. . /
which converges to zero in Oc{

ko M(k|z|) Do
o D DS, ¢ ) (2)
e M,

e C,,VneN,
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where C, is a constant which depends only on ¢. So,
1M HD (S, % @) (2) |1 < O, Y1 EN.
Let ¢» € B; N DMp} | then
| (Sux v, @) [=] (Sux 0, 0) IS (IS0 x 0

for all n € N, where B; is the closed unit ball in Limp(—M(k|~|))'
From (2.14) it follows that

{S, x| v € BynDWMr} n e N}

<C,, (2.14)

Leap(mkl ) =

is weakly bounded set in D}{(Mp}, and because D}E(M”} is barreled, the set is equi-
continuous (see [91], Theorem 5.2) . There exist k, € # and J > 0 such that

| (S, % 0,9) |<1,0€V4,(6),¢ € BiNnDM} neN,
where Vj, (0) = {x € DE(MP}| Ix|lx,k, < 0}. The same inequality holds for the
closure Vj, (8) of Vi (9) in Diﬁi}. Ifo Dé{\zz}, then for some Ly > 0, |0/ Lg|| k1, <
d, hence 0/Lg € V4, (0) and
| (S, % 0,9) |< Ly, € BN DMt n N,
It follows that for ¢ € D{Mp}

‘ <Sn * 9, 1L> ‘g LOHwHLI,exp(—M(H'D) . (2.15)
Because DM} is dense in lezxp(—M(kH)) it follows that for every 6 in Ds{%i}’ S, x 0

are continuous functionals on Lixp(_ M kL)) and uniformly bounded. Thus S,, x
belong to L™

exp(M (k|- Hence,

155 * O(x)[| oo cap(rar-) < Lo, ¥n €N,

where Lg > 0 is a constant which depends on . From Lemma 2.1.1, for the chosen
k, € % and €2, there exist k, and u € DS{%I; } and (RS D;{zM”} such that

Sy = P (D)(S % u) + (S * ).

Let Fy,, = S, *u and Fy, = S, * ¢ . It’'s obvious that u € OgM"}, hence
Fin, Fop € O R =8, 5w — 0 and Fy, = S, %1 —> 0 in O

Conversely, let F,, — 0 and Fj,, — 0 in OgM”}, Sp = P, (D)F, + Fiy,
for some k, € R. Assume that Fj, = 0 for all n € N. The general case is
proved similarly. Let M(B,V) is a neighborhood of zero in OgMF }, where B is
a bounded set in S™r} and V is a open neighborhood of zero in StMr}. Since,
P, (D) : SMp} 5 SIMv} ig continuous , there exist open neighborhood Vj such
that P (D)(Vo) C V. Since F,, — 0 in OgMF}, and M (B, V) is a neighborhood
of zero, there exists ng, such that for all n > ng, F,, € M (B, Vy). Thus, F,xp € Vp,
for all ¢ € B and n > ng, and it follows that

Py, (D)(Ey % ¢) C By, (D) (Vo) C V.
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Remark 2.1.1. The inclusion O ; < S§™ is continuous. Let V' be a open neighbo-
rhood in &™. Let us consider this neighborhood of Og:

W={SeO;|SxdeV}.

Then it is obvious that from S € W it follows that S € V.

From the convergence of Fi,, Fy, to zero in O, in the above proposition, it
follows convergence in &™.

Denote by £S8’ the space of elements f from S such that for every S €
Og, S= f € &* and the mapping
S — Sx*f, Of, — & is continuous.

Proposition 2.1.6. (i) ES™ C £*NS™".
(i) If f € ES"™ and S € O then S x f € ES'.

Proof. (i) Tt is clear from the definition of £S8" that if f € €S8, f € 8™ and
because ¢ is in OgM”}, 0% f = f is an element in £*.
(ii) From (i) it follows that S * f € S8". Let T' € O¢. So,

Tx(Sxf)=(Tx*S)xf

is in £*. It is obvious that the mapping T" — T x (S  f) is continuous, since
the mappings ' — T« S — (T’ S) x f =T % (S x f) are continuous. Hence,
Sxfe&S”. O

Note that S* is subset of £S’".

2.2 The Space of Multipliers

Again we assume (M.1), (M.2) and (M.3) hold.
As in [59] and [82] , the definition of the space of multipliers is given in the
sequel.

Definition 2.2.1. Define O}, as the space of functions ¢ from £* such that ¢ €
O3, if and only if

for every 1 € §*, p1p € §* and the mapping
v — e, S — §* is continuous . (2.16)

From the definition, for ¢ € O}, the mapping
T — ¢TI, 8" —&8, iscontinuous.

In the proof of the next proposition the following function will be needed:

va) =Y ), (217
j=1
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where the function p € DM}, has values in [0, 1], and suppp C {z : |z |[< 1,2 €
R"}, p(z) =1, for z € {z| | = [< 1/2}. {z;} is a sequence of real numbers such
that | z; [> 2 and | x4 |>] ;| +2, j € N.

Since p € DIMr} | there exist h and C such that sup | D% |< Ch*M,,. It will

1 k
be shown that ¢ € S{M»}. Choose r such that rh < = and r < ———. Using
2 H4V?2
that [z ] < 2, one obtains,
| z; |
2a+28 24 a 2
> [Ee e,
M2M?
o, R @ B
0 7,204-1-25 <x>2502 h2aM2
< ZZ M2 M2e2M(klej)) dr <
aB j=1 B
lz—z;|<1
0 2a+20 28121, 2a
<Y [ Spsme i<

MEGQM(’C\%‘\) -
oo 7,,204742525 ’ T |2B 02h2o¢
= Z / M2e2MH; ) dr <

— (rh)*(rv2)* 28
=G Z M 2o2M (R, ) |2 |7 de <
wf g=1 P jo—;|<1

3OS ROV Ly

Mb,?e?M(k’\le) -

<0, i (rh)**(r2v2)*” | @ | M3,
= . M [ g, S

The proof of the next proposition in (M,)-case is given in [59] and [82].

Proposition 2.2.1. Let ¢ € C*°. The following statements are equivalent:

(i) ¢ € O}y

(ii) For every h > 0, resp. for every k > 0, there exist k > 0, resp. there exist
h >0,

ho‘He_M(kH)go(a) HLOO
su < Q.
aGI\II)g{ Ma }

(iii) For every i € 8* and every r > 0, resp. for some r > 0.

T () = Opmoo(Vp) < 00.
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(iv) In Roumieu case, for every ¢ € S™Mv} and for every i, s; € R

71%'753‘,1/1(90) = Vrisj (@Z}SO) < 00.

Proof. Only the proof for the Roumieu case will be given.

(i)« (iv) It is obvious. It will be proved (iii)=- (ii)=(i)=>(iii).
(iii)=(ii) First ¢ is in &M} it will be proven. Let K be a fixed compact set in
R™ and take y € DM} with values in [0, 1] and x(z) = 1 on a neighborhood of
K. Then there exist 7 such that

r | D () x (@)= _

sup <
a M(r|z|)Da o om
c ap DI A g )

Then, D*(¢(x)x(z)) = D*p(z) for v € K. Thus ¢ € M},
Let (ii) does not hold. Then there exist k such that for all n € N,

- |e=MEl=D D (2) || oo o
et naMa '

Since ¢ € EWMr} for every compact set K, there exist C and ng € N such that for
n>ng

o I D2 ()
o' naMa

Hence, it can be chosen «; and x;, where | 2,41 |>| x; | +2, such that

)<CTZZTLK

eMHD | DUg(a;) |
% M, =

Now take v as in (2.17), where k and the sequence {x;} are taken to be the ones
chosen here. Then ¢ € SIM} ie. there exist I such that

o (klz]) pex
o LMD D o)) e

e} MO!

Then there exist jp such that for all j > jo, [ > 1/7.

([ eV D (@)t (@) e

o M, =
1M | Do (i) |
> M., >
M(l|z,; a;
N Le UesD | D2 () | S M)
% eM(kll”j\)Maj -

This implies that (1) is not in Sﬂfp”, which is a contradiction with the above
assumption.



2.1. The space of multipliers 33

(ii)=(i) From the condition (ii) it is obvious that ¢ € £{Mr}, It is enough to prove
that for every r > 0 there is [ > 0 such that the mapping ¢y — @ for STt
S is continuous. Let 7 > 0 be fixed. Put k = r/4. By (ii), there exist h such

that

he{le®D Do (@) | o
< .
sgp A 00

If I < h/4 and | < r/4, then

(| D (o) (@) e _

M, -
> ( @\ 12 €MD DA () DO~ () [ e
~ Me_5M; -

(20)2||eMUD DB p () e=M (klel) M (klz]) 5
;( ) 20hP '

D“ Bap(x)eM (rlz]) = (Tlxl)ra—BHLoo -
roT ﬂMa_BMﬁ -

a\ 1 /20\8 2]\a—8
< Cs, (¥)||e Ml#De (kwl)eM(llwl)HLooZ( >_a =) (= < C's.(¥),
> ()2

where the last inequality holds because of the way that [ is chosen.
(i)=-(iii) It is obvious. O

Remark 2.2.1. Tt is obvious that if ¢ € O}, then p € §™.

Denote by L(S*,S*) the space of continuous linear mappings from S§* into S*;
O3/ is its subspace. With Lg(S*,S*), denote the space L(S*,S*) with the strong
topology. Also O}, can be equipped with the topology induced by Lg(S™,S™).
Similarly as in proposition 2.1.3 it can be proven that the topologies induced
by Ls(S*,8*) and Lg(S™,S8™) are the same. The space O}, equipped with this
topology is denoted by Oj;

Proposition 2.2.2. The Fourier transformation is a topological isomorphism of
Ojss onto O¢..

Proof. Only the Roumieu case will be shown. Using Proposition 2.1.2 d), there
exist & > 0 and there exist k, € % such that S = P, (D)F + Fy, where F' and F}
satisfy the growth condition given in proposition 2.1.2. Without loss of generality
it may be assumed that F} = 0. By (M.2), are the following estimates for the
derivatives of the Fourier transform of F' can be obtained:

| D°F(F) |=| F(z°F) |= ) / e F(r)da| < (2.18)

< | |x|¥|F(z)|dr < 01/ |z |* e MEel gy <

Rn N

n
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|x‘a c |a|+n+1 HC ‘OL|+TL+1
<0y /n WMa—i—n—i—l(E) dx < CMy M, 4 (7) .

In ([48]), page 88, the following estimate of the analytic function P, (¢) is given:
For every L, there is C' such that
| P, (Q) |[< ACMVMEHID e .

Using this and the Cauchy integral formula, it is obtained that for every L > 0
there exist C' > 0 such that

' /
| DB, (€) | O - MO, (2.19)

where ¢ > 0 is a constant that does not depend on L. It is also known that, for
every m > 0,

mFEk!

M,

Let m > 0 be arbitrary. Let L be a constant such that

—0 as k— (2.20)

e MmN MUEED | < oo

and h is chosen such that 2h < 1 and 2hHe < k. From (2.18), (2.19), (2.20) and
(M.1) one obtains,

he||e= M) D2 (P, () F(€))
sup i <

capy (2) (2h)° [} M) DB P, () DPE(E) 1 _

o b= 20 M, _sMj =
L vim o a) (a—p)! Hey 1BlHn+1
BLa
: 1 o\ /2hHey 18
<C —M(mle)) M(LED | L ( ) <
< 181ip|!e e Iz za;x 5 - <

< 02||e‘M(m|erM(LC'|5|)||Loo < Cj.

By proposition 2.2.1 (ii), it follows that S e O]{V[M” b and it is obvious that the
mapping S — S is injective.

Now, it will be proven that the Fourier transform from O
injective mapping. Let ¢ € O?WM”} and ¢ € S™r} The mappings

}lM’”} to O/C{Mp} is an

b — ot — Flow) = (5-) o0
are continuous from St} to SIMe}, Hence, ¢ € OgMp} and the mapping ¢ — ¢
is injective from O]{V[M”} into OgMF Y Now it is enough to see that the same things
hold for the F = (27)"F~! and the fact that F is isomorphism on S{#} and
S"{M} with an inverse F~'. Because F : S* — S* is a topological isomorphism
it is obvious that it is also a topological isomorphism from O}, to Og. O
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Proposition 2.2.3. The bilinear mappings
Oy X 8" = 8%, (o, ¥) = at),

Ojp.s X S =87 (o, f) = af,
are hypocontinuous.

Proof. 1t is obvious that the bilinear mappings are separately continuous. It will
be proved that only the mapping T": O}, x §* — 8, defined by T(p,v) = ¢
is hypocontinuous. Since &* is barreled space, from [91] Theorem 5.2., it follows
that for every open set V' in §*, and every bounded set B in O}, then there is
an open set W in §* such that T(B x W) C V. Now, let Vj is arbitrary open
set in §* and let By be a bounded set in §*. Then, for the open set W in O},
where Wy = {¢ € Oy, | €V, forall ¢ € B}, follows T(Wy x B;) C Vi. 0O

Proposition 2.2.4. The space O} is nuclear.

Proof. Since the space S* is reflexive and the space S’ is nuclear, from [91] it
follows that L,(S*,&*) is nuclear space. Thus, the space O, is nuclear as a
subspace of a nuclear space. O






Chapter 3

Structural Theorems for
Ultradistribution Semigroups

Researches on Generalized semigroups started after the paper of J.L. Lions, [67] on
distribution semigroups. The literature related to generalizations of Cy—semigroups
is very reach especially the literature related to various classes of integrated se-
migroups of W. Arendt [2] and its generalizations and extensions, [5], [7], [70],
[26] and [106] (see also [3], [22], [34], [43], [64], [65], [68], [74], [100], [101]). In
first part of this chapter some preparatory results and results from [58] related to
ultradistribution semigroups will be given in order to continue the investigation on
exponential ultradistribution semigroups. Ultradifferentiable operators are used
in order to clarify relations between exponentially bounded and tempered ultra-
distribution semigroups and convoluted semigroups.

Then, in the second part of this chapter, a structural characterizations for ult-
radistribution semigroups and exponential ultradistribution semigroups are given.
Five conditions for ultradistribution semigroups and the corresponding five condi-
tions for exponential ultradistribution semigroups and relations between them are
given in Theorem 3.2.1.

3.1 Ultradistribution semigroups and Exponen-
tial ultradistribution semigroups

Now, ultradistribution semigroups in the framework of exponential distributions
will be considered, which will defined through tempered ultradistributions.

Definition 3.1.1. Let @ > 0. Then

SELR) = {¢p € C°(R) : "¢ € S*(R)}.
Define the convergence in this space by

¢n — 0in SE;(R) iff e ¢,, — 0 in S*(R).

Denote by SE (R, E) the space L(SE:(R), E') which is formed from all conti-
nuous linear mappings from SE;(R) into E equipped with the strong topology.

37
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It holds,
FeSEXR,E) if and only if e *F € S"(R, E). (3.1)

In the sequel the fact that the composition and the sum of ultradifferential
operators of the Beurling, resp., the Roumieu class, are ultradifferential operators
of the Beurling, resp., the Roumieu class will be used. The next proposition is
a structural type theorem for the space SE¥(R, E), a > 0 and can be viewed of
independent interest.

Proposition 3.1.1. Let G € SEY(R, E). Then there exists an ultrapolynomial P
of x-class and a function g € C(R, E) with the property that there exist k > 0 and
C > 0, resp., for every k > 0 there exists an appropriate C > 0 such that

e [lg()]] < CreM ™z e R and G = P(d/dt)g.

Proof. Assertion only in the Beurling case will be proved. Since

e~G € S'M»)(R, F), one can use the same arguments as in [82] in order to see
that there exist an ultrapolynomial P of (M,)-class and a function ¢g; € C(R, E)
with the property that there exist £ > 0 and C} > 0 such that

llg1(2)]|| < CrLeMERD and that G = e P(d/dt)g:(z).
Put g(z) = e**¢;(x), =z € R. By Leibnitz formula, we have
axr . . ' + k ax /
e Plafing(e) =33 (1) 0o o)
=0 k=0

and we will prove the assertion if we show that b; < C’%, Jj € Ny, for some
J

C, L >0, where b; = 57, (’“jj)a’ﬂakﬂ-, j € Np.
We will use the following inequality,

(‘7 * k) < kel ke N (3.2)
j

This follows from

(»7 i k) < (4 k)F < 2F5% 4 2FkF < 2F(kFed 4 kF) < 2FKF(ed + 1), 4,k € N,
j

where we use j* < k*e/, j, k € N. This is clear for k > j. Let us prove this for
k < j. Put k =¢j and note, if € € (0,1), then elne € (—1,0) and
ejlng <ejlnj+ejlne+ .

This implies j* < k*e’ k < j.
Now we will estimate b; using the estimate

hk—f—j
lapyi] < C

for some h >0, C >0

k+j
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and that for every € > 0 there exists C. > 0 such that
Mjkk < CEEkJrijJrj.

With this we have

hE+I M2k kel oF =~ (2ha)* M;k*
M|b|<2z T ca JZ a) jEN
J

and choosing ¢ enough small, we obtain the convergence of the last series. This
implies that there exist L > 0 and C' > 0 such that |b;| < CL//M;, j € N.
This ends the proof of the proposition. O

In the sequel, we will use the phrase “G is an ultradistribution fundamental
solution for A” if G is an ultradistribution fundamental solution for P := ¢’ ®
Ipay — 6 ® A e DR, L([D(A)], E)).

Definition 3.1.2. An L-ultradistribution semigroup G of x-class is exponential,
E L-ultradistribution semigroup of *-class, if in addition to (U.1) —(U.4), G fulfills:

(U7) (3a > 0)(e™G € S*(R, L(E))).

Conditions (U.7), (U.5), resp., (U.7), (U.5) and (U.2), define an exponential pre-
(UDSG) resp., exponential (UDSG) and they are denoted by pre-(EUDSG), resp.,
(EUDSG).

Remark 3.1.1. Let G be an (EUDSG). Then we have:
1. G has an extension on SE;(R) : G(¢) = (e"*G, e" ¢).

2. Let ¢ € SE;(R) and ¢, = Yl Then ¢y x ¢ € SE,(R) for every
¢ € Di(R) and it it can be checked that G(v) = G(14).

3. Let w € &*(R) satisfy w(t) = 0, t € (—o0,—r), for some r > 0, and
w(t) = 1, t > 0. Then, we™ € SEI(R), Rel > a. Then the Laplace
transform of G, defined by

LG)N) =G\ = Gle™) = G(w(t)e™), ReA > a,

does not depend on w. Since ||G(w(t)e® M| < C||lw(t)e ||a,x, for
some k, resp., for every k, by the usual procedure one obtains [|G(\)|| <
C|P(\)|, ReX > a, where P is an appropriate ultrapolynomial of %-class.

4. Put Ef(t) = e M1lp)(t), t € R, ReX > a. We define G(EY)(z) = y iff
G(ES %o ¢)(x) = G(¢)(y), for every ¢ € SEX(R). Then G(\) = G(EY), for
every Rel > a.

In the next assertions, we will use ultrapolynomials with the following proper-
ties:
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The Beurling case: There exist constant L > 0 and an ultrapolynomial
Pr(N), Rel > 0 of (M,)—class such that for some constants C' and Ly > 0,

MEND < | B (A)] < CeMEPD Rex > 0. (3.3)

The Roumieu case: There exist a strictly decreasing sequence (L,) tending
to zero and an ultrapolynomial Pr_ ()), ReX > 0, of {M,}—class such that,
for every L > 0, there exists C' > 0 such that

1P, (\)] < CeMEM T Red >0 and (3.4)

eMED) < 1B, ()], Re > 0,

for some subordinate function £(p), p > 0. Let us recall that ¢(-) is a su-
bordinate function (cf. [48]) if it is an increasing continuous function which

fulfills £(0) = 0 and lim =22 = 0.

p—00

Theorem 3.1.1. Suppose that a > 0 and that f : {\ € C: Re\ > a} — FE is
an analytic function satisfying || f(N)|| < C|P(N)|, ReA > a, where C' > 0 and P
is an ultradifferential operator of x-class with the property |P(A)| > 0, ReX > a.
Suppose that P is an ultradifferential operator of x-class with the property (3.3),
resp., (3.4) (P =Py or P =Pyp,). Then

(3M > 0)(3h € C([0, 00), E))(Vn € No)(h™(0) = 0)

such that ||h(t)|] < Me*, t >0, and

f() = PP /O h e Mh(t)dt, Re\ > a. (3.5)
Proof. Let a > a and
1 a-+1i00 eht
hit) = 5~ /{_HOO mf(u)dﬂa t>0. (3.6)

Cauchy’s theorem implies that the definition of A is independent of @ > a. Applying

the standard arguments we conclude that h € C([0,00), E) fulfills £(0) = 0, (3.5)
and that there exists M > 0 such that ||h(t)|| < Me®, t > 0 and that

a+1i00

1@ < Me™ =,

a—ico P(p)

Polynomial P is introduced in order to make possible the differentiation of (3.6)
under the integral sign and so we conclude that h € C*°([0,00), E'). It remains to
be shown that h(™(0) = 0, n € N. Denote y(r) = {a +re? : —7/2 < 0 < 7/2}
and fix an n € N. By the Cauchy formula

a+ioco |, n n
h(n)(m:L/ M:an/ ) o,
2 Javico P(p)P(p)  2mir=o ),

This completes the proof of the theorem. n
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Theorem 3.1.2. Let A be closed and densely defined. Then A generates an EL-
ultradistribution semigroup of x-class iff the following conditions are true:

(i) There exists a > 0 such that {\ € C: ReX > a} C p(A).

(ii) There exist an ultrapolynomial P of x-class with the property |P(\)| >
0, Re\ > a and a positive constant C' > 0 such that

[|R(O\: A)|| < CIP(N)|, ReX > a.

(11i) R(\: A) is the Laplace transform of some G which satisfies (U.2)'.

Proof. (<) Let P(\) be an ultrapolynomial with the same properties as in Theo-
rem 3.1.1. According to Theorem 3.1.1, we know that there exist a constant
M > 0 and a function S € C®([0,00), E) satisfying S™(0) = 0, n € Ny,
|1S(t)]| < Me™, t >0 and

R(\: A) = P(\)P(\) / h e MS(t)dt, ReX > a,

Note that P(A\)P(\) = L(P(—d/dt)P(—d/dt)). This implies
R(A: A) = L(G)(N), ReX > a, where

G = P(—d/dt)P(—d/dt)S and e "G € S8*(R, L(E)).
Furthermore, it is straightforward to see that
(5/®]D(A) —(S@A)*G:(S@IE,

G*(§/®ID(A)—5®A> :5®ID(A)
and, due to (iii), G is an EL-ultradistribution semigroup of *-class.
(=) Suppose e"*G € S¥(R, L(E,[D(A)])), for some @ > 0. Let a € (a,o0)
and A € {z € C: Rez > a} be fixed. Then we have (&' + \d) * EY = 4. Suppose
¢ € S*(R) and x € E. Then

G((6"+ X0) %9 EY %0 ¢)x = G(¢)x,

G(8' %o B %0 )z + AG(E %0 ¢)x = G(8")G(ES %o ¢)x + \G(N)G(¢)z.

It follows ) X
—A(GNG(9)r) + AGA)G(d)x = G(9)z.
Since (U.3) is assumed, one can prove by the usual procedure that (—A+\)G(\) =

I. As we have already noted, one obtains ||G(\)|| < C|P(\)|, ReX > a, where P
is an appropriate ultrapolynomial of x-class. This finishes the proof. O

Remark 3.1.2. Since (M.2) holds, condition (ii) in the formulation of Theorem
3.1.2 is equivalent to say that there exist £ > 0 and C' > 0 in the Beurling case,

resp., for every k > 0 there exists a corresponding Cj, > 0 in the Roumieu case, so
that ||[R(\: A)|| < CeMFN | Re) > a, resp., |[|R(: A)|| < CreMFN | Re) > a.
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Concerning the proof of Theorem 3.1.2, we have the next corollary.

Corollary 3.1.1. Suppose A is a closed linear operator. If A fulfills (i) and (ii)
of Theorem 3.1.2, then there exists an exponential ultradistribution fundamental
solution for A. If, additionally, (iii) of Theorem 3.1.2 holds, then A generates an
(EUDSG).

In the sequel (M,) satisfies (M.1), (M.2) and (M.3). The purpose of (M.3) is
again the use of [50, Theorem 4.8].

The following assertion is well known in the theory of ultradistributions (cf.
[30], [48] and [53, Theorem 4.7]). Note, we use d/dx instead of —id/dxz which is
used in [48] and [53].

Let T € D/*(R E). Then for every a > 0 there exist an ultradifferential
operator of (M,)-class, formally of the form

Pp(d/dt) = ﬁ( d2 Jdt?) = Z apd® /diP, (3.7)

p=1 p

where L > 0 is some constant, resp., of {M,}-class, formally of the form

[ee) L2 (e%e]
P, (d/dt) =]+ #dQ Jdt*) = " apd/dt?, (3.8)
p=1 p p=0

where (L,), is a sequence decreasing to 0, and a continuous function f : (—a,a) —
E such that T = Py(—id/dt)f, on D) ((—a,a)), in (M,)-case, resp.,
T = P, (—id/dt)f, on DWM#}((—a,a)), in {M,}-case.

Note that in the above representation theorem, we do not have that f is sup-
ported by [0, a).

Remark 3.1.3. The previous assertions remain true for ultradifferential operators

[o¢] L o0
L (d — = P/ dt? .
(d/dt) = JJ(1+ mpd/dt) > apd/dt?, L >0, (3.9)
p=1 p=0
N o0 L (o]
Py, (d/dt) =[]+ m—”d/dt) = a,d/dt”, (3.10)
p=1 p p=0

where (L,) is a sequence decreasing to 0 (see [48, Theorem 10.3]). Define also
PL(¢) = H;Ozl(l + :1_9’ Re¢ > 0 and, analogously, P, (¢), Re¢ > 0.

Example 3.1.1. [58]
Examples which are to follow are based on the estimates of ultrapolynomials
given in [48, Propositions 4.5, 4.6-Theorem 10.1, 10.2]. Let £ = Ey, := {f €

C®[0,1] = | fllag, == sup Lzt 172 s e < oo} and A = Ay, = —d/ds, D(Aw,) == {f €
EMp : f/ S EMp;f( ) = 0} Then

IR\ A)|] < MM ReX > 0, for some r > 0.
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Note that A generates an exponentially bounded K-convoluted semigroup
(5(t))e=o0 (cf. [57]).

BEURLING CASE.

If (M,) fulfills (M.1), (M.2) and (M.3), one obtains the following: there exist
C, C1 >0, Ly > 0 such that

MED < | Pp(¢)] < CeMBD | Re¢ >0, |a,| < C1LY/M,, p € Ny.
In the case of M, = p!*, with suitable constants,
M < | Py (O)] < Ce kI Re¢ > 0,
holds and if 1 < s’ < s, with another constants,
(FLIC < |PLy(Q)] < C’emql/s,, Re¢ >0, holds.
Let s=1/y>s =1/, vy <1and u € E,y,. Note that

E(lfl[o,ﬂ)(C)
Pry(¢)

6‘“5{(“1[0,11)(6 )
PL,S’(Q

This and the estimates of P, ¢ imply that

LY )(@) = L7

Yz —1t), z, t >0.

—tCE
[0,00) 2t E‘l(e ];Lu%([g})(o)uo,l] € Eyn/q

1s a continuous mapping.
Put K(¢) = PL_;,(C), Re( > 0. We obtain the structural theorem for the
K-convoluted semigroup generated by A on E, 1/, as follows. Define

™ L(ulp ) (¢)
PL,S/(C)
re[0,1], u€ Eyy, t>0.

One can prove that S(t) € L(E,/,), t > 0 and that S(0) = 0. Then, with

S(tyu(z) = 1. () / £ )(@)dr,

(Gtom) (@) = Lon(@) Pra(— 5y LS tyuta), 6(1)

= ((uljo)(w — 1), (1)) 10,15
v €[0,1], u€ Eyn, ¢ € DPI(R),

is given an exponentially bounded, non-dense ultradistribution semigroup of Beur-

ling class on D(p!s/)(]R) generated by A; furthermore, G verifies (U.2) and H =
Gir(c) is a regular ultradistribution semigroup of (1, )-class.

Note, the polynomial boundedness of ||R(-: A)|| is crucial in [9]-[10] and [20,
Proposition 2.6]. In this example, the polynomial boundedness of ||R(- : A)|| is
not satisfied (cf. [61]).
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ROUMIEU CASE.
Let (L), be a sequence which strictly decrease to zero. Then for every L > 0
there exists C' > 0 such that

1P, (\)] < CeMERM T Re) > 0,

and that |a,| < CL?/M,, p € Ny. Moreover, there exists a subordinate function
e(p), p > 0 such that

MERD) <P (N)], Re > 0.

Let £ and A be as above; then A generates an exponentially bounded, K-convoluted
semigroup (S(t))s>0, where K(\) = PL_;S,()\), ReX > 0, for s > ¢'.
Then with

G(6)u(x) = Lo (@) Pry.w(— ) S S (tyu), o(1)

= ((ulpy)(x —1), ()01,
r€[0,1], u€ By, ¢ € DPI(R),

is defined a non-dense ultradistribution semigroup of exponential growth, (EUDSG),
of Roumieu class on D'{P** }(R) generated by A. As before, we obtain

€_T£€(U1[0,1])(§)
PLp,s’ (5)

r€[0,1], u€ Eyy, t>0.

S(thu(e) = aua) [ £ )(@)dr,

3.2 Structural theorems for ultradistribution se-
migroups and exponential ultradistribution
semigroups

The use of ultradistribution semigroups is the main tool in the analysis of some
classes of pseudo-differential evolution systems with constant coefficients given in
[6]. We also refer to [75] for more examples of differential operators generating
ultradistribution semigroups.

Following the investigation of H. Komatsu [53], in the framework of Denjoy-
Carleman-Komatsu theory of ultradistributions and P. C. Kunstmann [63], in the
theory of w-ultradistributions, we define the next regions:

QM) .= I\ € C: ReA > M(k|\|) + C}, for some k >0, C' > 0, resp.,

QUMY .= {\ € C: ReA > M(k|\))+Cy}, for every k > 0 and a corresponding
Cy, > 0. By ©* is denoted either QM) or Q{Mp},

We need the following estimations of ultrapolynomials:
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Lemma 3.2.1. (a) Let P be of the form (3.7). Then there exist C, C; >
0, Ly, Ly > 0 such that

| Rec|

ML) < |Py()] < CMBD,ip || < S 4+

and |a,| < C1LY/M,, p € N,.

(b) Let (Ly), be a sequence which strictly decreases to zero and Pr, be defined
by (3.8). Then there exists C' > 0 such that, for every k > 0, there ezists
Cy. > 0, such that
R
PO < GO, if (rmg < Bl L
P 2 Ly’
and (with another Cy, for given k > 0) |a,| < Cxk?/M,, p € Nog. Moreover,
there ezists a subordinate function £(p), p > 0, such that

R
MEID) < |y (O, if Ime] < Bl L
r 2 L
Proof. We will prove only the part in Beurling case
MR < PyQ), i [Imc] < IR;CI =

Note that for any ¢ > 0, the inequality 2% —y? > 0 ({ = z +1y) implies |1+ c?| >
c|C]?. Also, |1 + ¢¢?| > c|¢|?, for all sufficiently small |(|. Thus, by the simple
calculation we have that

2 2
1+ 28> |w i | < T L
. L
This implies
. L . |&d
|&m=qm+ﬁ%uﬂewmwmw it [rmc| < o4
p=1 p p=1

]

Remark 3.2.1. In Theorem 3.2.1 which is to follow, in the case of tempered ultra-
distribution semigroups (and similarly in the case of exponentially bounded ultra-
distribution semigroups), we use Theorems 3.1.1, 3.1.2 and Corollary 3.1.1, where
the inverse Laplace transform is performed on the straight line connecting points
a—ioo and a-+ioo, where a > 0. With a suitable choice of L, resp., (L,),, we have
that this line lies in the domain [Im(i¢)| < mB—é’“%—%, resp., [Im(i€)| < |Re(z<)l +L1
where we have the quoted estimates for Pr(—i)), resp., Pr,(—i)). Let us explam
this in the Beurling case with more details. Choose any L € (0,1) and put

a+i00

K(t) = ﬁ_ f B ( By s—=dA, t > 0. Then K is an exponentially bounded, continuous
a—100

1

function defined on [0, c0) and we shall simply write K = £~! (m)
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Now, we give a structural characterizations for ultradistribution semigroups
and exponential ultradistribution semigroups. Some of these characterizations are
proved in [53], [55], [57], [63], and [70] in another contexts. We will indicate this
in Theorem 3.2.1. For the need of the proof of Theorem 3.2.1 we give following
Lemma:

Lemma 3.2.2. Let Py(d/dt) and Py, (d/dt) be of the form (3.7) and (3.8), res-
pectively. The mappings

P(id/dt) : SM)(R) — SM(R), ¢ — Py(id/dt)e,
Py (id/dt) : SMHR) — SMH(R), ¢+ Py (id/dt)g,
are continuous linear bijections.

Proof. We will prove the lemma in the Beurling case. Let ¢ € SM»)(R). Then

F(Pr(id/dt)$)(€) = Pr(—€)d(€) = Pr(£)d(€), € € R.

One can prove by standard arguments that Py (€)¢ € SM»)(R). We have to prove
that ¢/Pp(€) € SM)(R).

Notice that there exists r > 0 such that, for every { € R, the circle ke(r),
with the center ¢ and the radius r, is contained in the domain |Im(| < 1/C where
the estimates of Lemma 3.2.1 are satisfied. By Cauchy’s formula, with suitable
constants, it follows

(PO < c”—' sup{ [P (€ + re”)] 0 € [0, 21} <

< C (L(g+m) < o) _6M((L+1 €1) ,£€eR, neN,.

Now it is easy to prove that for every h > 0,

W (&/ Pr)™ ()] M
M,

sup{ £eR, neNy} <0

which is equivalent with ¢/P, € SM»)(R). O

For the needs of the next theorem, we list the following statements:

(a) A generates a (UDSG) of *-class G.
(a)” A generates a (EUDSG) of *-class G.

(b) A generates a (UDSG) of -class G such that, for every a > 0, G is of
the form G = P¢(—id/dt)S% on D) ((—o0,a)) in (M,)-case, (resp., G =
Pp (—id/dt)Sk on DM} ((—00,a)) in {M,}-case), where S% : (—o00,a) —
L(E,[D(A)]) is continuous, S%(t) =0, t < 0.
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(b)’

A generates a (EUDSG) of x-class G so that G is of the form

G = Py(—id/dt)Sk on SEM(R) in (M,)-case, (resp., G = Pr,(—id/dt)Sk
in { M, }-case), where Si : R — L(E, [D(A)]) is continuous, Sk (t) =0, ¢t <0
and e=%|| Sy, (1)|| < AeMElD for some k > 0 and A > 0, resp., for every k > 0
and corresponding A > 0, t € R.

For every a > 0, A is the generator of a local non-degenerate K,-convoluted

semigroup (S%. (t))se(0,a), Where K, = L~ (ﬁ) in (M,)-case, resp., K, =
L

E—l(m) in {M),}-case and P, resp., P, is an ultradifferential operator

of #-class such that for 0 < a < b the restriction of PpS%, vesp., P7 Sk, on
D*((—o0,a)) is equal to PpSk, resp., P} St.

A is the generator of a global, exponentially bounded non-degenerate K-
convoluted semigroup (Sk(t))i>0, where K = L~ (—M)) in (M,)-case,

resp., K = L~ (m) in {M,}-case.

There exists an ultradistribution fundamental solution of *x-class for A, de-
noted by G, with the property N (G) = {0}.

There exists an exponential ultradistribution fundamental solution of x-class

G for A, with the property N(G) = {0}.

p(A) D QF and
|IR(\: A)|| < CeMERD -\ e W),

for some k> 0 and C' > 0 in (M,)-case, resp.,

IR(A: A)|| < CpeMEPD 1 x e @i},
for every k£ > 0 and a corresponding Cj > 0 in {M,,}-case.
p(A) D {\ e C: ReX > a} and

|IR(A = A)|| < CeMERA " ReX > a,
for some a,k > 0 and C' > 0 in (M,,)-case, resp.,
IR\ A)]] < CreMFAN - ReX > a,

for every k > 0 and a corresponding a, Cy, > 0 in {M),}-case.

Note that in statements (a)’, (b)’, (c)’, (d)” and (e)’ we consider tempered ultra-
distribution semigroups, i.e., exponential ultradistribution semigroups (EUDSG)
with a = 0. In this way, we simplify the exposition.

Theorem 3.2.1. (a) < (d); (a)’ < (d)’; (¢) = (d); (¢)"= (d)’; (d) = (e); (d)’
= (e)’; if (M) additionally satisfies (M.3), then (a) = (c)’.
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Proof. (a) < (d): This equivalence is proved in [57], when N (G) # {0}. The
statement (a) = (d) is direct consequence of [58, Theorem 2 (c)]. We give here
the sketch of the proof of the opposite direction. Let G € DX (R, L(E, [D(A)]))
be an ultradistributional fundamental solution of x-class for A. By the direct
calculation we have that A is closable operator.

Let A generates G. If (z,y) belongs to the closure of A, then there exists a
sequence (Tn,Yn)n in A such that (z,,y,) = (z,y), when n — oo, in F x E. Let
¢ € Di(R) be fixed. For ¢ € D{(R) we have

1G()(G(=¢")x — G(o)y)]| =

= GG ) (20 — 2) — G(¢ )20 + G(9)(Yn — y) — G(D)ynl[| =
= [G(@G(¢)(@n — ) + G(d)(yn — Y < (1G (@ 0 &) + |G %0 1)/,
for k € N. So it follows G(—¢')xr = G(¢)y for all ¢ € Dj(R). Since G is a
ultradistribution fundamental solution of *-class for A we have A C A. It implies

that D*(R, [D(A)]) is an isomorphic to a subspace of D'*(R,[D(A)]). From the
first part of the theorem we have that G is a fundamental ultradistribution solution

for P := 0' ® Idpz — 0 ® A. So G* is an isomorphism from D* J(R,E) onto
D*(R, [D(A)]) and onto D’t(R, [D(A)]) which implies that
D¢ (R, [D(A)))=D% (R, [D(A)]), so [D(A)] = [D(A)).

The statement (a)’ < (d)’ can be proved similarly using that G' can be exten-

ded continuously on £5*(R), [58].

(d) = (e)[70]: We will consider only Beurling case. Proof in Roumieu case is
similar. Let G be a ultradistribution solution of class (M,) for A. For 0 < r < 1’
we construct a function k(t) € D™»)(R) such that k(t) = 0 for t < —1, k(t) =
for 0 <t <7 and k(t) =0 for t > 1. For A € C we define ky := e Mk(t) and
G(\) := G(ky). Since G is an ultradistribution fundamental solution of class (M)
for A it holds that G'(\) — AG(\) = Igkx(0) = Ig. From linearity of G(y) we
have

G'(\) = =G([k\]) = =G(= e Mk(t) + e MK (1) = AG(\) — G(e MK (1)) .
So we get that
(M — AG\) = Ig + Ge MK (1)) .

In order to show existence of a resolvent, we estimate function e *p(t) for any
¢ € DM)(R) and then we estimate G(e ™k(t)) and G(e " k'(t)). Let suppy N
R; C K = [a,b]. Hence,

O] = Y (D) A .

J

—At

J=0

Using (M.1) we obtain:

(J)(t)‘ |)“n J
—At (n) —aRe\ n
sup|le T t E su ~M; L
ter H ( ) - ter ( ) M Li Ln=i
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aReA |)‘|n7j n
< |lellasg,,z,xe” jzsupm[/ <j>MjMn—j <

n

n

7=0
< HCPHMp’LerM(%)faRe)\annMn ’

for every o € DM (R). Now, we give estimate for G(e *k(t)). Using the struc-
ture theorem [48, Theorem 8.1] for G € D+(M”)/(]R, L(E,[D(A)])) and a relatively
compact set K; C [0,00) there exist f, € C'{K;, L(E,[D(A)])} and constants

s,C" > 0 such that:
Gl=> ",

n=0
where ,
s _
| fallier ez pany < Clﬁ, and K = K, .
p
Now,
HG(ef)\tk(t))HL( D(A)]) — H Z 7)\t]€ ” L(E,[D(A)]) S

IA

() o n —)\tk(t)](n)l‘c K I
< n , —Atk t (TL) < Cl S H[e ( )
< nz_o | fallerg e peapyllle™ kO] leax) < ;0 ML

< 20" |e k() |agyrac D L™

n=0

Because K = [0,r] for k(t) and K = [r,r'] for k'(t), we have following estimates
for L = 5
2s

|Gle™ k()] < 207eMENTRA|
|Gle k()] < 20V k]l 1

We put 2C"eMEsN-rRed — § < 1 and we obtain that the operator AXI — A has
inverse on

QM) — {AeC : Rex > %[M(QS)‘) - ln(gg/

)] = M(k(N) + O}

The estimate of the resolvent in Q®») is

2C"
IR A)| < e k],

p2s

Finally, for some constants £ and C' holds

RN : A)|| < CeMERD X e QM)
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(d)” = (e)’[55] : We will give a proof for Beurling case. The Roumeiu case
is quite similar. Let G be a exponential fundamental ultradistribution solu-
tion of (M,)-class for A, i.e G is a fundamental ultradistribution solution and
G € SEM)(R, L(E)) for w > 0. Let s > 0. We define a function g € £M)(R)
such that g(t) = 0 for t < —s and ¢g(t) = 1 for ¢ > 0. The definition of
G(\) = G(gt)e™) = G(e“!(g(t)e M) have meaning since the function
t > g(t)e Mt when ¢t € R and for all A € C such that ReX > w, is in SM)(R).
Because G is a fundamental ultradistribution solution for A—wI, for ¢ € D) (R),
r € E we have that,

(A—whG(e™¥p)r = G(—e ')z — ¢(0)z .

Using that D) (R) is dense in S#)(R), we get that the previous equation holds
for all SM»)(R). Let we put p(t) = g(t)e@ Mt € SOM)(R). Then suppG C [0, c0)
and we obtain:

AG(N)z = AG(e ™Mp)z = A\G(\)z — p(0)z, Rel > w.

From this equation, (A\] — A)G(\)z =z, z € E, Rel > w. G(\)A C AG()) holds
for ReA > w we have G(A\)(A — A)xz = x, for z € D(A) and Re\ > w. We put
w = a so we have proved the first part of the statement. From the discussion
above, it is clear that R(\ : A)x = G(\)z, for © € E, ReX > a. Using (M.1) we
obtain that

IR A =[GV = |\G(6_“’t(g(t)€(“’_”t))|| <

t)e(w_A)t>(p) ) . (e(w_)‘)t>(j)
< C// su (g( < C// su <
=" R M ek 4 Z M, h» =

P _ : _
(1) (w— A)el=Nt
C// . : <
SupZ ( )Mp e M;hi =

teK
Jj=

p i (w—A)t
< (' sup (p) Ch /\)JGF ) < CeMEN

' M;h -
teK S5 J

J

(a)" = (c)”
We will prove this assertion in the Beurling case by the use of already mentioned
structural theorem for elements of SE/™")(L(E)) :

G(¢) = (¢, PL(=id/dt)S(1)), ¢ € STP(R),
where, for an appropriate £ > 0,
e~ S]] < eME ¢ e R.
Fix an x € E. By Theorem [58, Theorem 2 (c)],

AG(¢)x = — (¢, Pr(—id/dt)S(t)z) — ¢(0)x, for all ¢ € SMP)(R).
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Since 1 = Pp(—id/dt)L~'(1/Pr(—i-)) in the sense of ultradistributions, we have,
for every ¢ € SM2)(R),

t

0= (¢/(¢), (Py(—id/dt) A / S(s)xds — Pp(—id/dt)S(t)z

0

+Pp(—id/dt) /ﬁ Y1/ Pp(—i-))(s)z ds))

t t

— (P (id/dt)¢' (1), (A / S(s)xds — S(t)z + / L1 Py(—i))(s)x ds)).

0 0

Assume that ¢ € D(R) and ¢ € SM)(R) so that o = Pp(id/dt)¢ (cf. Lemma
3.2.2). This implies

A/S(s)x ds — S(t)x + /ﬁl(l/PL(—z’-))(s)x ds = const, (3.11)

in the sense of Beurling ultradistributions on (0, c0). We obtain that const = 0 by
putting = 0 in (3.11). Since the left side of (3.11) is continuous on R, we have

A/O S(s)rds = S(t)x — O(t)xr =0, where O(t) = /o L1/ Pp(—i-))(s) ds,

for all £ > 0. This completes the proof of (a)” = (c)’.
Let us show (¢) = (d) in the Beurling case. The proof of (¢)’ = (d)’ is similar.
Define G on D) ((—o0, a)), for all a > 0, by

G = P{(—id/dt)Sy. . where Pf =Y a,(d/dt)".

p=0

Then G is a continuous linear mapping from D™?)(R) into L(FE) which commutes
with A. Moreover, suppG C [0,00). Let ¢ € D™M?)((—00,a)) and x € E. We have,

G(~0')s ~ AG(@)s = = S ay(-ip [ 974(5)S5, (s)a ds

p>0

p=>0 p>0

=S ap (=i / o9 () ASE (s)uds = — 3 ay (i) / D) (3)S5 (s)a ds

3 ap(—iy / 67D (5)(S8 ()2 — Ou(s)x) ds =
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a

= Zap(—i)p / PP (s)K,(s)x ds = $(0).

p=>0 0

Hence, G € D'M:)(R, L(E,[D(A)])) is an ultradistribution fundamental solution
for A. Clearly, N (G) = {0}. O



Chapter 4

Hyperfunction Semigroups

S. Ouchi [76] was the first who introduced the class of hyperfunction semigroups,
more general than that of distribution and ultradistribution semigroups and in
[77] he considered the abstract Cauchy problem in the space of hyperfunctions.
Furthermore, generators of hyperfunction semigroups in the sense of [76] are not
necessarily densely defined. A.N. Kochubei, [46] considered hyperfunction solu-
tions on abstract differential equations of higher order.

The definition of Fourier hyperfunction semigroups is intrinsically different than
that of ultradistribution semigroups because test functions with the support boun-
ded on the left cannot be used. Fourier hyperfunction semigroups with densely
defined infinitesimal generators were introduced by Y. Ito [36] related to the cor-
responding Cauchy problem [35]. There are given structural and spectral characte-
rizations of Fourier hyperfunction semigroups and exponentially bounded Fourier
hyperfunction semigroups with non-dense infinitesimal generators, their relations
with the convoluted semigroups and to the corresponding Cauchy problems. Spec-
tral properties of hyperfunction semigroups give a new insight to S. Ouchi’s results.

4.1 Hyperfunction and Fourier hyperfunction
Type Spaces

The spaces of Fourier hyperfunctions were also analyzed by J. Chung, S.-Y. Chung
and D. Kim in [16]-[17]. Following this approach, we have that P.(D) is (to-
pologically) equal to the space of C°—functions ¢ defined on R with the pro-
perty: (3h > 0)(||¢||nn < 00), where the norms || - [|n, b > 0, are defined by
[@]|arn = sup{||o™ (z)||e/l/"/(h*n!) : n € N, 2 € R}, equipped with the corres-
ponding inductive limit topology when h — +00. The next lemma can be proved
by the standard arguments using the norms ||@||,1 p.

Lemma 4.1.1. If ¢, 1 € Pu(D), then ¢ %ot = [ ¢(1)ib(t — 7)dr,t > 0 is in
P.(D) and the mapping *o : Pu(D) X Pu(D) — Pi(D) is continuous.

Proof. Suppose x € R, n € N and hy > 0 fulfill ||¢||n, < co. Suppose that h > 2h,

satisfies ||¢)||» < oo and put hy = h}ihﬁl . We will use the next inequality which holds
2

23
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for every t,
|£|< |z — t| +M< |z — | m_m
h = h h — h hi  hy
We have
N (n)
el (fr otyple —tyat) |
sup <
neN, zeR hn!
al/h (%)™ (x — £)| df "L jal /R 4(5) (n—1-3) ()
o CUEISOUOE0ld S 0@ o)
neN, z€R hnn! ‘o neN, z€R hnn!
=1+11

We will estimate separately [ and 1.

r<sup(lowien) ([[efar) s WO OITTR
0

teR neN, z,teR hnn!

n—1 ; ;
1 |zl/h] () (n=1-4) ()
He 1R g CTIEL )

T2 e wer (W/2P50 ajen (h/2)" 9 (n = )]

This gives ¢*o1) € P,(ID) while the continuity of the mapping *q : P, (D) x P, (D) —
P.(D) follows similarly. This completes the proof of the lemma. O

Now we will transfer the definitions and assertions for Roumieu tempered ult-
radistributions to Fourier hyperfunctions.

Definition 4.1.1. Let @ > 0. Then

Pia(D) :={¢ € C*(R) : "¢ € P.(D)}.
Define the convergence in this space by

¢n — 0 in P, (D) iff e* ¢, = 0 in P, (D).

We denote by Q, (D, E) the space of continuous linear mappings from P, ,(ID) into
E endowed with the strong topology.

We have:
Fe QuD,E)iff e F e 9D, E). (4.1)
Proposition 4.1.1. Let G € Q,(D, L(E)). Then there exists a local operator P
and a function g € C(R, L(E)) with the property that for every e > 0 there exists
C. > 0 such that

e |lg(x)]| < Cee™, x €R and G = P(d/dt)g.



4.1. Hyperfunction and Fourier hyperfunction Type Spaces 55

Proof. From the structure theorem for the space Q(ID, L(E)) and since e~ G €
Q(D, L(FE)), there exists a local operator P and a function g; with the property
that for every £ > 0 there is corresponding C, > 0 such that

|g1(z)|| < Ceel 2 € R and G = e P(d/dt)g, .
We put g(z) = e*g1(x), x € R. Using Leibnitz formula , we have

e P(d/dt)gi(x) = Y (D" (t o ) (~ 1)@ b (g (2)) )

1
t

The assertion will be proved if we show that lim (|¢|t!)* = 0, where ¢, =

[t|—o0
o
k+t\ & -
];)( ; )a bp.¢. To prove this, we use

t4k
( Z ) < (t+k)F < 2RER - 2k < ok (kF 4 BRel) = 2RKF(1 4 ¢Y),

where we used t* < k¥Fef. The last inequality is clear for k > t. For k < t, we put
k = vt. First let we note that vlnv € (—1,0). Then vtInt < wvtlnt+ vtlnv +t.
Hence t* < k*et. Now,

c=Y K1+ e)a by =D (20)°KF (1 + e )bps .
k=0 k=0

The coefficients by, are coefficients of a local operator, so for every € > 0 | there
exists M € N such that for all ¢ +k > M, |by|(t + k)! < ™%, With this we have

o0

=~ (2a)FKE(t + k)1 by - Z (2a)*(1 + e)te* k1t (t + E)!|b k] -

e < <1+et)§ (t 1 k) (t+ k) =

k=0

 (20)FeF (1 + eIt + k) |bras]

< i (2ae)"(1 4 M)t =

<
- t1k!
k=0 k=0
oo
=(1+e)e" ) (2aee)
k=0
and the assertion follows since we can choose ¢ arbitrary small. O

Remark 4.1.1. By Lemma 4.1.1, one can easily prove that, if ¢, 1 € P, (D), then
¢ *01 € P.o(D) and the mapping *q : Py o(D) X P, o(D) — P, (D) is continuous.
For the needs of the Laplace transform we define the space P,([—r, 00]),r > 0.
Note that [—r, oo] is compact in D.
P.([—r,00],h) is defined as the space of smooth functions ¢ on (—r,oc0) with
the property ||¢||«—»n < 00, where

9@ ()] el*I/™
heal

[, == Sup{ ra €Ny, z e (-, oo)}.

Then
P.([-r,00]) :=ind lim P,([—r, 00, h).

h—+o00
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Lemma 4.1.2. P.(D) is dense in Pi([—r, 00]).
Proof. This is a consequence of Lemma 8.6.4 in [40]. O

For a > 0, we define the space

Pra([=r,00]) := {¢: "¢ € Pu([-r,00])}.
The topology of P q([—r,00]) is defined by:

lim ¢, =0 in P, 4([—r,00]) iff lim e*¢,, = 0 in P.([—r, 00]).

n—oo n—oo
Ifa>0and e*G € Q. (D, L(E)), then G can be extended to an element of the
space of continuous linear mappings from P, ,([—r, o0]) into L(E) equipped with
the strong topology. This extension is unique because of Lemma 4.1.2. We will
use this for the definition of the Laplace transform of G.

4.2 Fourier hyperfunction semigroups

The definition of (exponential) Fourier hyperfunction semigroup with densely de-
fined infinitesimal generators of Y. Ito (see [36, Definition 2.1]) is given on the
basis of the space Py whose structure is not clear to authors. Our definition is
different and related to non-densely defined infinitesimal generators.

In the sequel, we use the notation Q(D, L(E)) for the space of vector-valued
Fourier hyperfunctions supported by [0, oc]. More precisely, if f € Q. (D, L(E)) is
represented by f(¢,-) = Fy(t+10,-) — F_(t —10,-), where F, and F_ are defining
functions for f (see [40, Definition 1.3.6, Definition 8.3.1]) and 7, and ~y_ are
piecewise smooth paths connecting points —a (a > 0) and oo such that v, and v_
lie respectively in the upper and the lower half planes as well as in a strip around
R depending on f, then for any i) € P,(D),

[ ru = 7 fOUO = [P de - [ P e

T+ T-

Since we will use the duality approach of Chong and Kim, we use the notation
(f, 1) for the above expression.
Let p € P,and f(t, ) = F(t+i0,-)—F_(t—i0, ) be an element in Q (D, L(E£)).
Then
() f(t,) = p(t)F(t +10,) — p(t) F_(t — 40, ).

We denote by P? the subspace of P, consisting of functions ¢ with the property
#(0) = 0. Also, we consider P a subspace of P, consisting of functions 1) with
the properties 1(0) = 0 and ¢'(0) = 0. Note, any 1) € P, can be written in the
form

<=
—~
=
I
=
=)
—
-

o(t) +0(t), t € R, respectively, (4.2)
$(0)o(t) +¢'(0)¢n(t) + 0(t), t € R, (4.3)

<

—~
~

N—
Il
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where ¢y and ¢; are fixed elements of P, with the properties ¢(0) = 1, ¢;(0) = 0,
$1(0) = 0, ¢, (0) = 1 and @ varies over P respectively 6 varies over P%°. We define
PY, as a space of functions ¢ € P, , with the property ¢(0) = 0 and 77?21, as a
space of functions ¢ € P, , with the property ¢(0) = 0,¢'(0) = 0 and note that
the similar decompositions as (4.2) and (4.3) hold for elements of P°, and P,

respectively.

a

Definition 4.2.1. An element G € Q, (D, L(F)) is called a pre-Fourier hyper-
function semigroup, if the next condition is valid

(H.1) G(¢ %0 ) = G(9)G(Y), ¢, b € Pu(D).

Further on, a pre-Fourier hyperfunction semigroup G is called a Fourier hy-
perfunction semigroup, (FHSG) in short, if in addition, the following holds

(H2) N(G) = Nyeppagp N(G(6)) = {0}.

If the next condition also holds:

(H.3) R(G) = Ugepoomy B(G(¢)) is dense in E, then G is called a dense
(FHSG).

Ife G e Qi(D, L(E)), for some a > 0, and (H.1) holds with ¢, ¢ € P, (D)
then G is called exponentially bounded pre-Fourier hyperfunction semigroup. If
(H.2) and (H.3) hold with ¢ € P% (D), then G is called a dense exponential Fourier
hyperfunction semigroup, dense (EFHSG), in short.

Let A be a closed operator. We denote by [D(A)] the Banach space D(A)
endowed with the graph norm ||z|/jpa) = ||z|| + ||Az||, + € D(A). Like in [35,
Definition 2.1, Definition 3.1], we give the following definitions:

Definition 4.2.2. Let A be a closed operator. Then G € Q (D, L(E,[D(A)])) is
a Fourier hyperfunction solution for A if P* G =06 ® Ig and G x P = 0 ® I|p(ay,
where P := 0§ ® Ipay —0®@ A€ Q (D, L([D(A)], E)); G is called an exponential
Fourier hyperfunction solution for A if, additionally,

e "G e Q.(D,L(E,[D(A)])), for some a > 0.

Similarly, if G is an exponential Fourier hyperfunction solution for A which fulfills
(H.3), then G is called a dense, exponential Fourier hyperfunction solution for A.

Let a > 0 and o € P,,, be an even function such that [«(t)dt = 1. Let
sgn (z) := 1,2 > 0, sgn (z) := —1,2 < 0 and sgn (0) := 0. A net of the form
de = af-/e)/e,e € (0,1), is called delta net in P,,. Changing o with the above
properties, one obtains a set of delta nets in P,,. Clearly, every delta net converges
to 6 as e — 0 in Q(D). We define, for z € R,

d x0 ¢(x) := 2sgn () EL% de %0 ¢(x) = (), ¢ € 733&,

8 x0 ¢(x) := 2sgn () l1_r>% oL xo o(x) = ¢'(x), ¢ € 77?91.

Definition 4.2.3. Let a > 0 and G be an (EFHSG). Then

L. G(0)z ==y iff G(0 %9 @)z = G(p)y for every ¢ € P° (D).

2. G(=0")x =y if G(—0" %o @)z = G(p)y for every ¢ € P (D).
A = G(—0) is called the infinitesimal generator of G.
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Thus G(6) is the identity operator. In order to prove that G(—d’) is a single-
valued function, we have to prove that for every x € E, G(—¢§)xr = y; and
G(—0d")x = yo imply y; = yo. This means that we have to prove that

G(¢)r = G(d)yr, G(¢)r = G(P)y2, ¢ € 7330 = Y1 = Y2.
Proposition 4.2.1. If G(¢/)x = 0 for every ¢ € P%,, then x = 0.

Proof. We shall prove that the assumption G(¢)y = 0 for every ¢ € vaa implies
that y = 0. By (4.2), we have that for any ¢y € P, , such that ¢o(0) = ¢ # 0

¥(©)

G()y = G(do)y, v €P,a

Now let ¢, be arbitrary elements of P, ,. Since G(¢ %o ¥)y = G(¢)G(¢)y and
¢ %0 ¥ (0) = 0, it follows, with z = G(¥)y,

G v)y=G(¢)z2=0, 9 €P, o= 2=0.

Thus, for any 1 € P, ,, we have G(¢)y = 0 which finally implies y = 0.
Now, we will prove the assertion. By (4.3) we have that for every ¢ € P_,

Gz = (0)G(¢p)r + ¢'(0)G(dh)x =

Denote by Pjy the set of all ¢y € P, with the properties ¢;(0
and by Pp; the set of all ¢; € P, with the properties ¢o(0) =
We have the following cases:

) = ¢ #0,64(0) =
0.64(0) = ¢ #0.

(v¢0 c PlO)(V(bl € P01)(G<¢0)13 = 0, G(le)ﬂ? = O),

(Voo € Pio)(3d1 € For)(G(do)xr =0, G(g1)z # 0);

(3o € Pro) (Vo1 € For)(G(do)r # 0, G(g1)z = 0);

(3o € Pio)(3d1 € Por)(G(do)x # 0, G(p1)z # 0).
)

In the first case we have, by (4.3), G(—¢')x = 0,9 € P, ,. This implies, by the
standard arguments, that G(¢)z = C [, ¥(t) dtx = 0,1 € P, , and this holds for
C = 0. Consider the fourth case. In this case we have that

G = CL {8, 0) + Cold )z

and thus,
Gz = C1(6,¥)x + Co(0, )x + C3(1, ¥)w,

where (1,¢)x = fR t)dtx. Now, by the semigroup property it follows C; =
Cy = 03 = O and with thls we conclude as above that z = 0. We can handle out
the second and the third case in a similar way. This completes the proof of the
assertion. [
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4.2.1 Laplace transform and the characterizations of Fou-
rier hyperfunction semigroups

The assertions of this section related to the Laplace transform are new but some
of them are quite simple. They are based on the technics developed by Komatsu
[48]-[53].

Note, for every r > 0, Ey = e=* € P.((—r, 00]), for every A € C with Re\ > 0.
So, we can define the Laplace transform of G € Q. (D, L(E)) by

~

LG(N) =G(N) :=G(E)), ReX > 0.
Proposition 4.2.2. There exists a suitable local operator P such that
G| < [PV, ReA > 0.

The proof of this assertion it is even simpler than the proof of the corresponding

assertion in the case of Roumieu ultradistributions.
If e=*G € Q. (D, L(F)), we define the Laplace transform of G by

L(G)N) = G\ := G(E)), ReX > a.
It is an analytic function defined on {A € C: Rel > a} and there exists a local
operator P such that |G(\)| < |P(A\)], ReX > a.

Remark 4.2.1. Similarly to the corresponding Roumieu case, one can prove the
next statement:

If G e Q. (D, L(E,[D(A)])) is a Fourier hyperfunction solution for A, then G is a
pre-Fourier hyperfunction semigroup. It can be seen, as in the case of ultradistri-
butions, that we do not have that G must be an (FHSG).

Structural properties of the Fourier hyperfunction semigroups are similar to
that of ultradistribution semigroups of Roumieu class. For the essentially different
proofs of corresponding results we need the next lemma where we again use the
Fourier transform instead of Laplace transform.

Lemma 4.2.1. Let Pp, be of the form (1.6). The mapping
P, (id/dt) : P.(D) = P.(D), ¢+ Py, (id/dt)o
15 a continuous linear bijection.

Proof. Due to [40, Proposition 8.2.2], ¢ € P.(D) implies F(¢) € P.(D). Thus, for
some n € N, every ¢ > 0 and a corresponding C. > 0, |F(¢)(z)| < C.el~t/n—e)lRezl,
z € R+ 1,. By [40, Proposition 8.1.6, Lemma 8.1.7, Theorem 8.4.9], with some
simple modifications, we have

Al¢| 1 .
Certef < POl i< B+ - c=e i (4.4)
1

for some C, A > 0 and some monotone increasing function r with the properties
r(0) =1, r(00) = co. This implies that there exists an integer ng € N such that

F(9)/Pr, € 07" (R + i),
Thus, its inverse Fourier transform F~'(F(¢)/Pyr,) is an element of P,(D). O
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Using the properties of local operators as well as norms || - ||5,1, as in the case
of Roumieu tempered ultradistributions, one obtains the following assertions.

Theorem 4.2.1. Suppose that f : {N € C: Re\ > a} — E is an analytic
function satisfying
FNI < CIP(A)], Red > a,

for some C' > 0, some local operator P with the property |[P(\)| > 0, Re\ > a.
Suppose, further, that a local operator P satisfies (4.4). Then

(3M > 0)(3h € C>([0, 00); E))(¥j € N)(h(0) = 0)
such that ||h(t)|] < Me*, t >0, and
f(N) =PNP(N) / e Mh(t)dt, Re\ > a.
0
Theorem 4.2.2. Let A be closed and densely defined. Then A generates a dense
(EFHSG) if and only if the following conditions hold:
(i) {\€ C: Re\ >a} Cp(A).

(i) There exists a local operator P with the property |P(\)| > 0, ReX > a, a
local operator P with the properties as in the previous theorem and C' > 0
such that

IR\ : A)|| < CIP(A)P()\)|, ReX > a.

(i1i) R(A: A) is the Laplace transform of some G which satisfies (H.2).

Proof. We will prove the theorem for a = 0.
(«<): Theorem 4.2.1 implies that R(\ : A) is of the form

R(\: A) = POVPO) / T e MS(t) dt, Red > 0,

where S € C=([0,00)), SU(0) = 0, j € Ny and for every € > 0 there exists M > 0
such that ||S(¢)|| < M, t > 0 This implies R(A : A) = L(G)(N\), ReA > 0, where

G = P(—d/dt)P(—d/dt)S, and G € Q. (D, E). Since
(' @Ipay— 0@ A)xG =0® I,

G*((S’@ID(A) —5®A) :5®ID(A)7

and (iii) holds, we have that G is a Fourier hyperfunction semigroup.

(=): Put Ef = E\H,R{ = R\H, where H is Heaviside’s function. Let
G e Q;(D,L(E,D(A))) and A € {z € C: ReX > a} C p(A) be fixed. Then
(6" + X0) * EY = 4. Now let ¢ € P.(D) and x € E. Then

G((6"+ X0) %9 EY %0 ¢) = G(¢)x,
and

G(0' %0 RS *0 @)z + AG(8 %o E5f %0 @)z = G(8")G(ES *0 ¢)x + A\GN)G()z .
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Hence,

—A(GG(9)r) + AGNG(d)r = G(o)z.

Since (H.3) is assumed (—A+A\)G(\) = I, so ||G(\)|| < C|P(\)], ReA > a, where
P is an appropriate local operator. O

Corollary 4.2.1. Suppose A is a closed linear operator. If A generates an
(EFHSG), (i), (ii) and (iii) of Theorem 4.2.2 hold.

If (1) and (ii) of Theorem 4.2.2 hold, then G, defined in the same way as above,
is a Fourier hyperfunction fundamental solution for A. If (iii) is satisfied, then G
is an (EFHSG) generated by A.

We note that in Corollary 4.2.1 the operator A is non—densely defined.

Now we will prove a theorem related to Fourier hyperfunction semigroups. As
in the case of ultradistributions, the theorem can be proved for (EFHSG) but for
the sake of simplicity, we will assume that a = 0.

We need one more theorem.

Theorem 4.2.3. Let A be a closed operator in E. If A generates a (FHSG) G,
then G is an Fourier hyperfunction fundamental solution for

P:=0®Ipa —0®A€ Q. (D,L([D(A)], E)).

In particular, if T € Q. (D, E), then u= G x T is the unique solution of

0
—Au + prih T, ue Q. (D, [D(A)]). (4.5)
If suppT C [a, 00), then suppu C [ar, 00).
Conversely, if G € Q. (D, L(E,[D(A)])) is a Fourier hyperfunction fundamen-
tal solution for P and N (G) = {0}, then G is an (FHSG) in E.

Proof. (=) One can simply check that (G(¢)z, G(—=¢')x — ¢(0)z) € G(—¢') and
(G is a fundamental solution for P. The uniqueness of the solution u = G * T' of
(4.5) is clear as well as the support property for the solution u if suppT’ C [, 00).

The part (<) can be proved in the same way as in the Theorem 3.2.1, part

(d)= (a). O

We give following statements in order to simplify the exposition of the next
theorem:

(1) A generates an (FHSG) G.

(2) A generates an (FHSG) of the form G' = Pr, (—id/dt)S, x, where Sg : R —
L(FE) is exponentially slowly increasing continuous function and Sk(t) =
0, £ <0.

(3) A is the generator of a global K-convoluted semigroup (Sk(t));>0 , where

K — £_1<m)
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(4) The problem
(R (-A)+8RIp)«xG=56x1p Gx(6®(—A)+§ ®Ipa) =@ Ipa)
has a unique solution G € Q. (D, L(E,[D(A)])) with N'(G) = {0}.
(5) For every ¢ > 0 there exists K. > 0 such that
p(A) D{A e C: Rel >0}

and
IR\ : A)|] < K.ef™| ReX > 0.

Theorem 4.2.4. (1) < (4): (1) = (3); (3) = (4); (4) = (5);

Proof. The equivalence of (1) and (4) can be proved in the same way as in the
case of ultradistribution semigroups, Theorem 3.2.1. For the proof of (1) = (3)
we have to use Lemma 4.2.1 (see Theorem 3.2.1 (a)’ = (c)’). The implication (4)
= (5) is a consequence of Theorem 4.2.2 and Corollary 4.2.1. In the case when
the infinitesimal generator is densely defined Y. Ito [35] proved the equivalence of
a slightly different assertion (4), without the assumption N'(G) = {0}, and (5).
Our assertion is the stronger one since it is based on the strong structural result
of Theorem 4.2.2. O

Operators which satisfy (5) may be given using the analysis of P.C. Kunstmann
(61, Example 1.6] with suitable chosen sequence (M,,)en.

The definition of a hyperfunction fundamental solution G for a closed linear
operator A can be found in the paper [76] of S. Ouchi. For the sake of simplicity,
we shall also say, in that case, that A generates a hyperfunction semigroup G. The
next assertion is proved in [76]:

A closed linear operator A generates a hyperfunction semigroup if and only if
for every £ > 0 there exist suitable C., K, > 0 so that

p(A) D Q. :={AeC: ReX >¢|A +C.}

and
IR\ : A)|] < K.efM X\ e Q..

We will give some results related to hyperfunction and convoluted semigroups in
terms of spectral conditions and the asymptotic behavior of K. We refer to 3]
for the similar results related to n-times integrated semigroups, n € N, to [34] for
a-times integrated semigroups, o > 0 and to [70, Theorem 1.3.1] for convoluted
semigroups. Since we focus our attention on connections of convoluted semigroups
with hyperfunction semigroups, we use the next conditions for K :

(P1) K is exponentially bounded, i.e., there exist § € R and M > 0 so that
|K(t)] < MeP, for ae. t > 0.

(P2) K(\) #£0, ReX > 8.
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In general, the second condition does not hold for exponentially bounded functions,
cf. [5, Theorem 1.11.1] and [57]. Following analysis in [22] and [55, Theorem
2.7.1, Theorem 2.7.2], in our context, we can give the following statements:

Theorem 4.2.5. Let K satisfy (P1) and (P2) and let (Sk(t))ico,r), 0 <7 < 00,
be a K-convoluted semigroup generated by A. Suppose that for every e > 0 there
exist eg € (0,7¢) and T, > 0 such that

1
_ <T.e®M XeQ.n{\eC: Re\ > B}
K (N

Then for every e > 0 there exist C. > 0 and K. > 0 such that
Ql={AeC:Rel >\ +C.} Cp(A) and ||R(\: A)|| < K.eoM X el

Proof. Let M and /5 be as in (P1) and let € > 0 be fixed. Define

t

. . L —As T
R(\:t):= 0 O/e Sk(s)ds, Rex > B, t €[0,7).

Fix an « € E. Proceeding as in [70, Theorem 1.3.1], it follows

(M — AR\ : t)x = ﬁ(k /Ot e Sk (s)xds — A/Ot e_’\SSK(s)mds)

t t
= — )\/ e_’\s@sxds—e_”A/S s)xds
o ([ ee) | Si(s)ads)

= ﬁ ( /Ot e MK (s)xds — e_’\tSK(t)x>
=7 ff%/\) <e_’\tSK(t)x + 7€_>\3K<S)Id8> =1 — By(\)zx, ReA> g, t €[0,7).

t
Our goal is to find the domain Q! such that for A € Q!, Re\ > 3, we can estimate
Bt()\):

1

1BUI| < —— (e ™| Sk (#)]| + M / (RN g
ol t )

e(ﬁfRe)\)t

<= m)

~EM)

(e ™ISk ()] + M

< TPl RN (= S (1)]] + ), t€[0,7).

M
ReX — 3
Fix t € (0,7) and put ||Sk(t)|| = Co. Let 1 € (B,00). Assume that Re\ >
and let us find an additional condition on ReA such that
M

1B < Te(e ™ISk (t)]] + Rex— 3

>e£0|/\|+(ﬂfRe)\)t
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< (e Cy 4+ L el iR < 5

br—p

Now we see that with

)
(6_5t00 + %)

aa::ﬁl+ce+|ﬂ_lnT€ |a

t
t1.

T7 = > —As
K. 52 \/e Sk (s)ds|

1z
1—-¢

0

and ! as in the theorem, we have
1B <6, A€ Q.

Since R(\ : t) and B;()\) commute with A, it follows Q! C p(A) and

t

-1 1 —As 1
1RO A= 1RO 00 = BN < sl [ e S

0

N7 A N7 A 1
< KoM <K e X el

This consideration also gives the following;:

Proposition 4.2.3. Let K € L}, ([0,7)) for some 0 < 7 <1 and let A generate a
K -convoluted semigroup (Sk(t))co,r)- If K can be extended to a function K, in
L} .([0,00)) which satisfies (P1) so that its Laplace transform has the same esti-

loc _
mates as in Theorem 4.2.5, then A generates S. Ouchi’s hyperfunction semigroup.

We state now the assertion which naturally corresponds to Theorem 4.2.5. The
asymptotic properties of K are slightly different now.

Theorem 4.2.6. Assume that for every ¢ > 0 there exist C. > 0 and M. > 0 so
that Q. C p(A) and that ||[R(\ : A)|| < M.esM, X € Q..

(a) Assume that K is an ezponentially bounded function with the following pro-
perty for its Laplace transform: There exists g > 0 such that for everye > 0
exists T, > 0 with

IK(\)| < Tee™=o X e Q.. (4.6)
If 7> 0 and Ko # 0 (K)o, is the restriction of K on [0,7)), then A

generates a local K-semigroup on [0,7).

(b) Assume that K is an exponentially bounded function, T > 0 and K, # 0.
Assume that for every e > 0 there exist T. > 0 and g9 € ((1 4 7), 00) such
that (4.6) holds. Then A generates a local K-semigroup on [0, 7).
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Proof. (a) Suppose that 7 > 0 and Kjjor) # 0. Choose a ¢ € (0,1) with £ -1 > 7.
Let T'. = 0(€2.) be upwards oriented. Define, for t € [0, % — 1),

Sk(t) = QLm / MK (NR(N: A)dA.

Le

Then prescribed assumptions imply that (S K(t))te[(],%o _1) is a norm continuous
operator family which commutes with A. The proof of (a) (for ¢t € [0,% — 1)) is
almost completely contained in the proof of [70, Theorem 1.3.2]; note only that
Cauchy formula (applied to a contour I'f = 9({\ € C: Re()\) < R} NQ.) and
f(A) = K(A)R(X : A)) implies

/K R(A: A)d\ = 0.

The assumption on K implies that (Sk(t)):cpo,r) is a non-degenerate K-convoluted
semigroup with the generator A, which ends the proof of (a). The same arguments
work for (b). O

Connections of hyperfunction and ultradistribution semigroups with (local in-
tegrated) regularized semigroups seems to be more complicated. In this context,
there is a example (essentially due to R. Beals [9]) which shows that there exists
a densely defined operator A on the Hardy space H%(C,) which has the following
properties:

1. A is the generator of S. Quchi’s hyperfunction semigroup.

2. A is not a subgenerator of a local a-times integrated C-semigroup, for any
injective C' € L(H*(C,)) and a > 0.

It is essentially due to R. Beals [9)].

Example 4.2.1. [55] Let ¥ (t) = 1n(t+1)

continuous, concave function on [0, c0) with thm (t) = oo, hm =0 and
—00

1

t >0, ¥(0) = 1. Then w is nonnegative,

Note that for every € > 0 there exists C. > 0 such that et + C. > 9(t), t > 0. Let
A be a closed, densely defined linear operator acting on E := H?*(C,) such that:

Q) :=={r € C: Red = ¢([ImA|)} C p(A),

IR A <

Q
14 Re)’ € Qy),

and that, for every 7 € (0, 00), there does not exist a solution of

u € C([0,7), [D(A)]) N CH([0,7), B),

W' (t) = Au(t), t € (0,7),
u(0) = =z,
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unless z = 0. The existence of such an operator is proved in [9, Theorem 2|.
Since p(A) # 0, it follows (| D(A") = E; see for instance [61]. Suppose that

neN
A is a subgenerator of a local k-times integrated C-semigroup on [0, 7), for some

injective C' € L(E) and k € N. Then the problem

u € C([0,7),[D(A)]) N CH[0,7), E),
u'(t) = Au(t), t € [0,7),
u(0) = =z,

has a unique solution for all x € C(D(A*1)) (cf. [65]). It follows C(D(A*1)) =
{0} and this is a contradiction. Hence, A is not a subgenerator of any a-times
integrated C-semigroup, for any injective C' € L(H?(C,)) and a > 0. Moreover,
A does not generate a C-distribution semigroup ([54]). On the other hand, it is
easy to see that . C Q4 C p(A) and the growth rate of resolvent shows that A
generates S. Ouchi’s hyperfunction semigroup. It can be easily proved that A is
not the generator of any ultradistribution semigroup of *-class in the sense of [53]
and we refer to J. Kisynski [45] for similar results within the theory of (degenerate)
distribution semigroups.

It is clear that there exists an operator A which generates an entire C-regularized
group but not a hyperfunction semigroup.



Chapter 5

On the Solution of the Cauchy
Problem
in the Weighted Spaces of

Beurling
Ultradistributions

In this chapter first we solve (1) in the space of Banach valued ultradistributions
D0, T; E), i.e.

(W'(t), 0(1)) = Alu(t), p(t)) + (£(1), (1)), Yo € DY) (0, T),

where A : D(A) C E — E is closed operator which satisfies the Hille-Yosida
condition

(A —w) R\ : A)¥|| < C, for A\ >w, k€ Z,.

Then, after extensive preparations we give the two most important results of this
chapter, Theorem 5.4.2 and Proposition 5.5.1.

This chapter is divided into five sections.
The Banach space D(qu),h(U ) and its dual DlL(i?h(U ) are explained in Section 5.1.

Section 5.2 is devoted to the Beurling type test spaces D(Li? (U) and their correspon-
din% duals. In Section 5.3 we consider the vector valued ultradistribution spaces
DlL(i (U; E) and DlL(i?h(U; E), where U is a bounded open subset of R”. The bound-

ness of U is important since it implies nuclearity of D(Lsp)(U ) and D/L(,f)(U ) which
in turn will imply a very important kernel theorem when E is equal to D/L(ZS))(U ).

In the end of this section we are particulary interested in the spaces D/L(ﬁ)(U  E)
when F is a Banach space. We start Section 5.4 by defining the Banach space
@fpvh(O, T; ) consisting of sequences of Bochner LP functions with certain growth
condition. In this abstract setting we define the Cauchy problem (1) and recall
from [25] two types of solutions of (1). Then, using the proof in [25] we prove
the existence of such solutions in f?’fﬂ ,(0,T; E') and use this to prove existence of

solution of (1) in the space of Banach-valued ultradistributions D/L(;f)(O, T, E). We

67
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apply in Section 5.5 results of Section 5.4 for several important instances of A and
E considered by Da Prato and Sinestrari in [25], but in our ultradistributional
setting.

5.1 Banach spaces of Weighted Ultradistributi-
ons

5.1.1 Basic Banach Spaces

Let U be an open subset of R" and 1 < p < co. Let Dj,,(U) be the space of

hﬂa\ l)a¢ P 1/p
| vy is finite (with the

all ¢ € C>*(U) such that the norm (Z -
u!Ps

acN”
obvious meaning when p = 0c0). One can simply prove:

Lemma 5.1.1. Dj, ,(U) is a Banach space, when 1 < p < oo.

11 .
Letl < p < ooand 1 < ¢ < oo be such that — + - = 1. Let D(Lgh(U)
b q ’

denotes the closure of D®(U) in Dj, ,(U). Denote by D/L(f,?h(U) the strong dual
of qu)’h(U). Then, DlL(ﬁ?h(U) is continuously injected in D'®®)(U), for 1 < p < oo.
Denote by Co(U) the space of all continuous functions f on U such that for every
e > 0 there exists K CC U such that |f(z)| < € when z € U\ K.

Lemma 5.1.2. Let ¢ € D(L‘i)o’h(U). Then for every e > 0 there exist K CC U and
k € Z, such that

plal | pe Rl | Do,
sup sup M < e and sup | I o) <e
aeNd zeU\K als la|>k als

5.1.2 Duals of Banach spaces

The main goal in this subsection is to give a representation of the elements of
D/L(f,)h(U ), 1 < p < oo. In order to do that, first we will construct a Banach space

which will contain Dfp)’h(U ) as a closed subspace. It is worth to note that the

main idea of this constructions is due to Komatsu [48].
For 1 < p < oo define

Yy = {(@Da)aeNn

Rl |4, || 1/p
_ (Z || HLp(U) < OO}
alps
aeN?

Yo € LP(U), [|(Wa)ally, ,, =
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Then one easily verifies that Y}, r» is a Banach space, with the norm || - ||y, ,,, for
1 <p < oo. Let p= o0. Define
Rt e
Yh,L‘X’ = {<wa)a€N" ¢a € C()(U), lim s U) =0 ,
|at] =00 (0%}
with the norm [|(va)ally, .. = sup Hz/;a”Loo . One easily verifies that it is a

Banach space.
Let U be the disjoint union of countable number of copies of U, one for each
a e N je. U = |_| U,, where U, = U. Equip U with the disjoint union
aeNn
topology. Then U is Hausdorff locally compact space. Moreover every open set
in U is o-compact. For each 1 < p < 0o, one can define a Borel measure fp O

- Blalp
0oy () = 3

Lebesgue measure of ENU,. It is obviously locally finite, o-finite and pu(K) < oo
for every compact subset K of U. By the properties of U described above, p 1S
regular (both inner and outer regular). We obtained that y, is a Radon measure.
It follows that Y} 1» is exactly (U, Up), for 1 < p < oo. In particular, Y}, r» is
a reflexive (B)-space for 1 < p < oo. For p = oo, we will prove that Y}, 1 is
isomorphic to Cy(U). For ¢ € Co(U) denote by 1, the restriction of ¢ to U,. By
the definition of U, K is compact subset of U if and only if K N U, # 0 for only
finitely many o € N and for those a, K N U, is compact subset of U,. Now, one

easily verifies that 1, € Co(U) and | 1‘1m |%all zoe(y = 0. Moreover, if ¢, € CO(U)

a € N are such that | 1|im %]l ooy = O then the function ¢ on U, defined by
o|—00

|ENU,| is the

(x) = Yo(z), when z € U, is an element of Co(U). We obtain that

() = { (e

Vo € GU), Yo €N, Tim [0y = 0} :

Observe that the mapping (q)aene — (&a)aeNn, where ¢, = %Mw is an isome-
try from Y}, 1 onto Co(U). For the purpose of the next proposition we will denote
by ¢ the inverse mapping of this isometry, i.e. ¢ : Co(U) — Y}, .

Note that D(Lsp)’h(U ) can be identified with a closed subspace of Y}, 1» by the
mapping ¢ — ((—D)%¢p)aenn. This is obvious for 1 < p < oo and for p = oo it
follows from Lemma 5.1.2. Since Y}, 1» is reflexive for 1 < p < oo so is D(Lp) L(U)
as a closed subspace of a reflexive Banach space.

Observe that spaces LP(U), for 1 < p < oo, resp, (Co(U))’, are continuously
injected into DlL(i?h(U), resp. DL(f)h(U). For « € N" and F € LP(U), resp. F €

(Co(U))', we define D*F € DL(p?h(U), resp. DF € DL(f)h(U), by

(D°F.¢) = / F(2)(~D)*p(z)dz, ¢ € D, (U), resp.
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(D°F, ) =LLvawmwawem%AU»

It is easy to verify that D*F is well defined element of D;:(f,?h(U ), resp. Dgf)h(U ),
and in fact it is equal to its ultradistributional derivative when we regard F' as an
element of D'®)(U).

Proposition 5.1.1. Let 1 < p < co. For every T € DlL(i?h(U), there exist C' > 0

and F, € L*(U), a € N, such that

1/p %)
alP? o
( E W”Fauip(U)) S CandT = E D Fa. (51)
a€eNn

|| =0

When p = 1, for every T € D’L(f)h(U), there exist C' > 0 and Radon measures
F, € (Co(U)), a € N*, such that

o0

al® .
> ol Pl @y € C and T=Y" D*F,. (5.2)

aeN" |a|=0

Moreover, if B is a bounded subset of Dgi?h(U), then there exists C' > 0 inde-
pendent of T € B and for each T € B there ezist F, € LP(U), a € N*, for
1 <p<oo, resp. F, € (Co(U)), a € N, for p =1, such that (5.1), resp. (5.2),
holds.

If F, € LP(U), a € N*, for 1 < p < oo, resp. F, € (Co(U)), a € N,

albs p w
for p =1, are such that Z WHFQHLP(U) < oo, for 1 < p < oo, resp.
acN"
al® -
> el Falleowy < o0, forp =1, then the series Y | D*F, converges absolu-
aEeN™ =0
tely in D/L(f,?h(U), resp. D/L(f?h(U)'

Proof. Let Y} s be as in the above discussion. Extend 7" by the Hahn-Banach
theorem to a continuous functional on Y}, 1« and denote it again by T, for 1 < ¢ <
00. For ¢ = 0o, T'= T o is a functional on Cy(U). Then, for 1 < p < oo, there

exists g € LP(U, u,) such that T ((a)aexn) = /(wa)aeNngduq, (Ya)aenn € Yh La.
i

For p = 1, there exists g € (CO(U)>/ such that T(¢) = /ﬂbdg, for v € Co(U).
U

Hence, for (¢n)aenn € Y 1o, we have

T ((¢a)aenn) = T <(@Ea)aEN”> = /[?(sza)aeNndg,

|orlq

where (Yo)a = ¢ (a)a) = <Z|—;:@/)a) . Put F, =
o ’

For ¢ = oo, put F, = — 5 WU Then F, € LP(U), for 1 < ¢ < oo, respectively
als

NI giu,, for 1 < ¢ < 0.
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€ (Co(U))" for ¢ = co. Moreover, for 1 < ¢ < 0o,

hlela
Z h|a\p|| O‘H o Z las Hg\UaHLP(U) HgHLp (U 11q) < 0.

aeN” aeN™
|s
Also, it is easy to verify that, for ¢ = 1, sup %HFOCHLOO(U) = 119l poo (@7 y) < 00
For ¢ = oo we have

al®
Z W”FaH(CO(U))’ = Z H9|Ua||(CO(U))/ - HQH(CO(U))’ < o0,

aeN"? aeN"

where in the second equality we used that H 9|u. H (o) } g|U&‘ o) = |9|(Uy)

(we denote by |g| the total variation of the measure g and similarly for g, ).
Moreover

aEN" Z / ’l/}a
aeNn
for 1 < ¢ < co. For ¢ = oo we have

T (aloee) = [ Gudoandy = 3 5 [ GudFo= 3 [ vadFe

aeN” aeN?

So, for 1 < ¢ < oo, if p € D(qu)yh(U), we obtain

Z/ Fu(w)de = 3" (D°Fa, ).

Similarly, (T, ) = > (D*F,, ) when ¢ = co. Moreover, by these calculations,
it follows that for 1 < ¢ < oo

« a 1/q
hlel| D S0||qu(U)>

1/p
> (0l < (3 iminitn) (55

aeN" aeN" aeN"

Hence the partial sums of ) D®F,, converge absolutely in DL,, h(U ), when 1 <
p < oo. When p = 1, the proof that the partial sums of ) D*F, converge

absolutely in DLl)h<U ) is similar and we omit it. If B is a bounded subset of

D/L(ﬁ »(U), by the Hahn-Banach theorem it can be extended to a bounded set B,

in Y} 14, for 1 < g < oo, resp. to a bounded set B; in Co(U) for ¢ = oo (1 is an
isometry). Hence, there exists C' > 0 independent of 7' € By and for each T e B,

~ ~ /!
there exists g € LP(U, y,), for 1 < p < oo, resp. ¢ € (Co( )> for p = 1, such
that [|g|l ;s < C, resp. HgH( o)’ < C. Defining F,, as above, one obtains (5.1),

resp. (5.2), w1th the desired unlform estimate independent of 7' € B.
The last part of the proposition is easy and it is omitted. O]
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5.2 Ultradistribution Spaces

5.2.1 Beurling type test spaces

For 1 < p < oo, define locally convex spaces B(Lsp) (U) = lim Dj, ,(U). Then

h—o00
B(L‘?(U) is a Frechét space. Denote by DE‘?(U) the closure of D®)(U) in BESI,)(U) for
1 < p < oo and B®)(U) the closure of D) (U) in B(LSQO(U). Hence, when U = R",
these spaces coincide with the spaces D(Lsp) (R™), for 1 < p < o0, resp. B®) defined

in [84]. All of these spaces are Frechét spaces as well as X» = lim Dfp)’h(U )
h—o0
1<p<oo.

Lemma 5.2.1. Let X» be as above and 1 < p < oo.
i) DE(U) is dense in Xpv.

i1) Xpv is a closed subspace of B(LSP)(U) and the topology of Xr» is the same as
the induced one from B(LSZ?(U). Hence Xp» and DSP)(U), for1 <p < oo, resp.
X~ and B(S)(U) when p = o0, are 1somorphic locally convex spaces.

Proof. Since D®)(U) is dense in each D(LSP)JL(U) it follows that D) (U) C Xy» and it
is dense in X7». The proof of i) is complete. To prove ii) note that X» C B(LS,,)(U)
Let ¢;, 7 € N, be a sequence in X» which converges to ¢ € BS;,)(U ) in the topology
of B(LSP)(U) Then ¢; converges to ¢ in Dj, ,(U) for each h. But ¢; € D(Lsp)ﬁ(U),

j € N and Dfp)’h(U ) is a closed subspace of Dj, ,(U) with the same topology. It

follows that ¢ € D(LS;,L(U ) and ¢; converges to ¢ in D(Lsp)ﬁ(U ) for each h. Hence

¢ € Xr». Moreover, since the inclusion X;» — B(Lsp)(U ) is obviously continuous
and X, and B(Lsp) (U) are Frechét spaces and the image of X » under the inclusion

is closed subspace of B(Lsp) (U) by the open mapping theorem it follows that Xy, is
isomorphic with its image under this inclusion (isomorphic as l.c.s.). [

By the above lemma we obtain that D(LSP)(U) = lim D(LS;,L(U), for 1 <p< oo

h—o00
and B®(U) = lim Df-j,)%(U), for p = oo and the projective limits are reduced.
h—o00
For 1 < p < oo, denote by Dgi)(U) the strong dual of qu)(U) Denote by D/L(f)(U)
the strong dual of B®)(U). Since D®)(U) is continuously and densely injected into
D(LSQ)(U), for 1 < ¢ < oo and into B (U), Dgf;)(U) are continuously injected into
D'O)(U), for 1 < p < co. One easily verifies that ultradifferential operators of class
(s) act continuously on D(LSP)(U), for 1 < p < oo and on B (U). Hence they act

continuously on D/L(?(U), for 1 < p < oo. For 1 < p < oo, since all D(Lsp)ﬁ(U) are

reflexive (B)-spaces, the inclusion D(Lsp)vhz(U ) — Dfp)’hl(U ), for hy > hy is weakly

compact mapping, hence D(Lsp) (U) is a (F'S*)-space, in particular it is reflexive.

From now on we suppose that U is bounded open set in R".
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Proposition 5.2.1. Let 1 < p < oo and hy > h. We have the continuous
inclusions D(LSQO,M(U) — D(Lsp)ﬁ(U) and ng}Qsh(U) — D(L‘?%(U). In particular, the
spaces DSP)(U), 1 < p < oo and BY(U) are isomorphic among each other.

Proof. Let 1 < p < oo and ¢ € Df,?,h(U). It is obvious that for each a € N,
D>p € WP (U), for any m € Z,. Hence, by the Sobolev imbedding theorem it

follows that for each o € N, D%p extends to a uniformly continuous function on
U. Now, let ¢ € Dj., (U). Then

o fel 1/p ol 1.plel o 1/p
> WPl | D2l oy < e (3 Wl D )
aENn ales a h117|a|05!p8

aeN™

< ClU? su e “Da:p””"(”.
aeNn a:®
Hence, the inclusion Dj , (U) — Dj,,(U) is continuous. Moreover, if ¢ €
D(Lsc?oﬁl(U), then there exist p; € D®(U), j € Z,, such that p; — ¢, as j — oo,
in Djep, (U). But then p; — ¢, as j — oo, in D3, ,(U). Hence, D(L‘?om(U)
is continuously injected into DES,,)V,Z(U ). It follows that for each ¢ € D(Lso)o,hl(U )

a € N*, D% can be extended to a uniformly continuous function on U. Let
¢ € D), (U). Fix m € Zy, such that mp > n. Denote by Cy = max a!*/hl°l.

|a|<m
By the Sobolev imbedding theorem we have
IB\H Boll v
h/ l) Y2 Loo(U) o
Bls = Clﬁus > 1Dl
la|<m
hUel+18]) v
o+ pcwps
! a+5
< C ||Z ﬁlpsalpsma\p 1D SOH
al<m
(la+18Dp v
25h) e+
S Clcl ( OL+BSO
1/p
(QSh)|’Y|
< ClCl ZT” D ||Lp(U :
yENn v

We obtain that D(Lsp)zsh(U) is continuously injected in Dj. ,(U). Moreover, if

€ DU(U), j € Z., are such that ¢; — ¢, when j — oo, in Dfp)zsh(U), then
¢j — ¢, when j — 0o, in D ,(U). Hence, D(LSP)QS,L(U) is continuously injected
into DL, (U). O

Proposition 5.2.1 implies that, we no longer need to distinguish the spaces
D(LSP) (U) since they are all isomorphic to B*)(U). Hence their duals are all isomor-

phic to D/ (V).
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Proposition 5.2.2. Let U be bounded open subset of R™.

i) Let h > 0 be fized. Fvery element ¢ of D(Lsp)’h(U) for 1 < p < o0, can be
extended to C* function on R™ with support in U. Moreover D(Li)o,h(U) can
be identified with a closed subspace of D%h;

i) BE(U) can be identified with a closed subspace of Dg),

iii) BE(U) is a nuclear (FS)-spaces. Moreover, in the representatzon BE(U) =

lim D(LSO)O’,I(U) the linking inclusions in the projective limit DLOO wn0) —
h—o0

Dfo)o’h(U) are compact for hy > h.

Proof. To prove the first part of i), note that by Proposition 5.2.1, D(LS,?JL(U)
is continuously injected into ,Dfo)oyh /25(U ). Hence it is enough to prove it for
D(L‘?%(U). Let ¢ € D(Lso)o’h(U). Then there exist ¢; € D (U), j € Z,, such
that ¢; = ¢, as j = oo in D(LSQO’,%(U). So for € > 0 there exists jo € Z, such that

hlel || Dy, — Do
for j, k > jo, j. k € Z., we have sup ' !
aeNn als

j € Z,, have compact support in U and D) (U) C D%h we obtain that

il () < e. Since all g,

h'a‘ ||Da¢k - Dagpj”Lm(Rn) <e

sup s
aeN” 2

for all j,k > jo, j, k € Z. Hence, ¢; is a Cauchy sequence in the Banach space
D%h so it must converge to an element v € D%h. Hence ¢(x) = ¢(x), when
x € U and obviously ¢(z) = 0 when z € R™"\U (since all ¢;, j € Z,, have
compact support in U). This proofs the first part of ). To prove the second part,
consider the mapping ¢ — @, DS;,I(U) — D%h’, where ¢(x) = p(x), when z € U
and p(z) = 0, when z € R*"\U. By the above discussion, this is well defined
mapping. Moreover, one easily sees that it is an isometry, which completes the
proof of 7). Observe that i) follows from 4) since B (U) = lim D(LSO)O’,L(U ) and
h—o0
Dg) = lim D" The first part of 7ii) follows from i) since B®)(U) is a closed
hjoo v

subspace of the nuclear (F'S)-space Dg) (Komatsu in [48] proves the nuclearity

of Dg) when U is regular compact set, but the proof is valid for general U; the

regularity of U is used by Komatsu [48] for the definition and nuclearity of £¢)(U)).
For the second part, by Proposition 2.2 of [48] the inclusion D%hl — D%h is

compact. Since D(LSQO n, (U), resp. D(LSQO L(U), is closed subspace of D%hl, resp.
D%h, one obtains the compactness of the inclusion under consideration. O]
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5.2.2 Weighted Beurling spaces of ultradistributions

Proposition 5.2.3. Let T € D (S)(U). For every 1 < p < oo there exist h,C' > 0
and F,, € C(U), a € N", such that

1/p
alp? o
<Z WHFQHPW(U)> <CandT =Y D°F,, (5.3)

aeN” aeN”?

where the last series converges absolutely in D/L(f)(U). Moreover, if B is a bounded
subset ofDlL(f)(U) and 1 < p < oo, then there exist h,C > 0 independent of T € B

and for each T € B there exist F,, € C(U), a € N*, such that (5.3) holds.
Conversely, for 1 <p < oo, if F, € LP(U), a € N, are such that

alps » Vp
> WHFa”LP < o0
aeN"

for some h > 0 then the series Z D*F,, converges absolutely in D’L(;f?h(U) and
|a|=0
hence also in D/L(f)(U).

Proof. First the second part of the proposition will be proved. If F, € LP(U),

a € N", are as above, the absolute convergence of Z D*F, in D/L(f,?h(U ) follows
|a|=0

by Proposition 5.1.1 for 1 < p < oo and can be easily verified for p = 1. By Pro-

position 5.2.1, B®)(U) is contmuously and densely injected into D(Lq #(U), where

q is the conjugate of p, i.e. p~' + ¢! =1 (the part about the denseness follows

from the fact that D) (U) € B (U) is dense in D(Lq #(U)). Hence D/L(f,?h(U) is

continuously injected into D7 /(¢) (U) and one obtains that Z D*F, converges ab-
|a|=0
solutely in D/L(f)(U ).
~ To prove the first part, fix 1 < p < oo and let ¢ to be the conjugate of p. Since
BY(U) = lim Dfo)oﬁ(U ) and the projective limit is reduced with compact linking
h—00

mappings (cf. Proposition 5.2.2), D (S)(U) lim D (o)

1 h(U ) as locally convex space,

h—mm
where the inductive limit is injective with compact linking mappings. If B is boun-

ded subset of D/(S)(U) there exists h; > 0 such that B C DL(I)h(U) and is bounded
there. By Proposition 5.2.1, if take h = 2°hy, DLq #(U) is continuously injected
into D(Lo)o 1, (U). Obviously, D(qu)’h(U) is dense in D(Lso)ojhl(U) (since DE(U) is).
Hence, DL(l)h
of DLP’h(U). Now, by Proposition 5.1.1, for each T € B there exist £, € LP(U),
a € N such that

1/p
(Z hp\aIH a“LP(U) C'and T = )  D°F,

aeN" aENT

(U) is continuously injected into D/L(;f?h(U ), so B is a bounded subset
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and the constant C” is the same for all " € B. Let L(z) € C (R") be a fundamental
solution of A"L = § (A is the Laplacian). Define Go(z) = [ L(z — y)Ea(y)dy,
U

a € N*. Obviously G, € C(U), a € N* and |Gyl r=@) < Cl||Fa||Lp(U), for

—

alps » v o
all @« € N*. Hence ZN WHGQH (1) < Oy and (5 is independent of
acNn?
T € B. Let A" = Zg cgDP and define F, = 205Ga,5, a € N*. The obviously
BLa
F, € C(U) for all @ € N". Note that cz # 0 only for finitely many 3 € N*. Put

|s

B
Cs = 26: el lcs|. Then

a‘ps 1/17
. p
(Z <2s+1h)|a\pHFa” oo(U)>
O{GN”

p\ 1/p
1 _ !s !s
= <Z 2lalp (Z% |cs] ||Ga—,8HL°0(U)) )

aeN? Bl

1 1/p
CyCls (Z W)

aeN"

IA

and the last is independent of 7" € B. Now one easily obtains that T'= )" D*F,
which completes the first part of the proposition when 1 < p < co. Note that the
case p = 1 follows from this for any h > h. O

5.3 Vector-valued Spaces of Ultradistributions

Let now E be a complete locally convex space. As we saw above, D'L(f)(U ) and
DlL(ﬁ?h(U ), 1 < p < o0, are continuously injected in D"*)(U). Following Komatsu
[50], (see also [63]) we define the spaces D/L(f)(U; FE) and D/L(;f?h(U; E), 1 <p< oo,

of E-valued ultradistributions of type Dj:(f)(U ) and D'L(;f?h(U ) respectively, as
!/
DWW E) = DY(U)eE = L, ((DQ?(U)) E) , Tesp. (5.4)
/
DU E) = DYL(U)E = L. ((pgghw))c : E) . (5.5)

The subindex ¢ stands for the topology of compact convex circled convergence on
the dual of D'L(f)(U), resp. Dgi?h(U), from the duality

(P10, (P(©)) ). xesp. (D), (PEL0))').
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If denote by ¢, resp 1y, the inclusion D (U) — D'E(U), resp. Dgi?h(U) —
D’(s)(U) then D (U E), resp. DlL(i?h(U; E), is continuously injected into

DU E) = D’(S)(U)gE = Ly, (D¥(U), E) by the mapping ¢ ¢ Id, resp. ¢,e1d (cf.
[50]). In [98] is proved that when both spaces are complete. The same holds for
their ¢ tensor product. Hence, D;:(f)(U ; E) and DlL(i?h(U ; E) are complete. Since

D'L(f)(U) and Dgi?h(U) are barreled (the former is a (DFS)-space as the strong

/
dual of a (FS)-space, hence barreled), every bounded subset of (D/L(f)(U )) or

/
<D'L(§?h(U )) is equicontinuous (and vice versa). Hence, the € topology on the right

hand sides of (5.4) and (5.5) is the same as the topology of bounded convergence.
Moreover, since B®) (U) is a (F'S)-space and Dj:(f)(U) is a (DF'S)-space they are
both Montel spaces. Hence D'L(f)(U; E) = L, (B(S)(U),E>. For 1 < p < oo,

D'L(;f?h(U; E) =1L, (DLq B (0)e, E), since D(qu)ﬁ(U) are reflexive, where D(qu)’h(U)c is

the space D(L%h(U ) equipped with topology of compact convex circled convergence

from the duality <D(qu)7h(U), DlL(ﬁ)h(U)> Since B®)(U) is a nuclear (F'S)-space (by

Proposition 5.2.2) D/L(f)(U ) is a nuclear (DF'S)-space and hence it satisfies the
weak approximation property by Corollary 2 pg.110 of [91] (for the definition of
the weak approximation property see [98]). Hence Proposition 1.4 of [50] implies
D/L(‘f)(U; E) = D’L(f)(U)gE ~ D/L(f)(U)éZ)E where the 7 and the € topologies coincide
on Dgf)(U Y®E since Dgf)(U ) is nuclear. Later we will need the following kernel
theorem.

Theorem 5.3.1. Let Uy and Uy be bounded open sets in Ry and Ry? respectively.
Then we have the following canonical isomorphisms of locally convex spaces

i) BO(U)QBE)(Uy) = BO(Uy x Us).

it) DS (U)@DS (Uy) = DI (U x Uy) = DS (U1)e DS (Usy)
~ 7, (B )(Uy), DY (UQ)) ~ /¥ (Ul,D’(S (Uz)) ~ /() (UQ;D'L(f)(Ul)).

Proof. First we prove 4). Since B®(U;) and B®)(U,) are nuclear (Proposition
5.2.2) the m and the e topologies coincide on B®)(Uy) @ B®)(Us,). Moreover, one
easily verifies that B®) (U;)®@B®) (U,) can be regarded as a subspace of B®) (U x Us)
by identifying ¢ ® 1/) with (2)¥(y). Since D (U1 x Us) is continuously and
densely injected in B (U; x Us) and DO (U;) @ DO (U,) is a dense subspace of
DU, x Ug) (see Theorem 2.1 of [49]) we obtain that D®)(U;) @ D) (U,) and
hence B®)(U;) ® B®)(U,) is a dense subspace of B(*) (Ur x Uy). Observe that
the bilinear mapping (¢,1) — o(x)Y(y), BO(U)) x BO(Uy) — BO(U; x Us)
is continuous (it is separately continuous and hence continuous since all spaces
under consideration are Frechét spaces). One obtains that the 7 topology on
B () ® B ()(U,) is stronger than the induced one by B (Uy x Us). Hence, to
obtain B¢ (U1)®B(S (Uy) =2 B®)(Uy x Us), it is enough to prove that the e topology
on B®)(Uy) ® B (Us) is weaker than the induced one by B®)(U; x Us). Let A’
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and B’ be equicontinuous subsets of Dgf)(Ul) and D/L(f)(Ug) respectively. Hence,
there exist h,C' > 0 such that

Wl D ()]

LIl DB
- and sup [(S, )| < Conp WD)

sup [(T', )| < C'sup s
T, SepB’ y.8 B

TeA

Then for y € B®)(U;) @ B®)(Uy), T € A’ and S € B,

(T'(x) ® S(y), x(z,y))]

lov] (o
— @) St x| < € sup S0 DEx( )

< ¢ sup e D DBy (2, )| <07 sup (25h)le+ B D DBy (2, y)|

Hence, we obtain that the e topology is weaker than the topology induced by
BE(Uy x Us). .

ii) Since B)(U;) and B®)(U,) are nuclear (FS)-spaces (by Proposition 5.2.2),
D/L(f) (Uy) and D/L(f) (Us) are nuclear (DF'S)-spaces. Hence the 7 and the e topologies
on the tensor product Dgf)(Ul) ® D/L(f)(Ug) coincide and by ) (using the fact
that 'D;:(f)(Ul) and D}ff)(Ug) are nuclear (DFS)-spaces) we have Dgf)(Ul x Uy) =
<B(S)(U1)®B(S)(U2)>/ = D/L(f)(Ul)@)Dgf)(Ug). Other isomorphisms in the assertion

on U follow by the discussion before the theorem. O

5.3.1 Banach-valued ultradistributions

Let now E be a Banach space and denote by LP(U; E), 1 < p < oo, the Bochner
LP space. If ¢ € Cpr=(U) (the space of bounded continuous functions on U) and
F € LY (U;E) then one easily verifies that oF € L'(U;E). We will need the

following lemma.

Lemma 5.3.1. (variant of du Bois-Reymond lemma for Bochner integrable func-
tions) Let F € LY (U; E) is such that / F(z)p(x)dr = 0 for all ¢ € DE(U).
Then F(xz) =0 a.e. Y

Proof. Observe first that for each ¢/ € E' and ¢ € D) (U), we have

/Ue’oF(x)go(x)dx _¢ (/U F(m)go(x)dx) ~0.

Since D)(U) is dense in D(U), by the du Bois-Reymond lemma it follows that
¢ oF =0 a.c. for each ¢ € E'. Since F is strongly measurable F(U) is separable
subset of E. Let D be a countable dense subset of F(U). Denote by L the set of
all finite linear combinations of the elements of D with scalars from Q4+ ¢Q. Then
L is countable. Denote by E the closure of L in E. Then FE is a separable Banach
space and F(U) C E. Thus E!, is separable (by Theorem 1.7 of Chapter 4 of [91]; o
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stands for the weak* topology). Let V = {&, &, &, ...} be a countable dense subset
of E:’, Extend each €, j € Z,, by the Hahn-Banach theorem to a continuous
functional of £/ and denote this extension by e}, j € Z,. Arguments given above
imply that e, o F = 0 a.e. for each j € Z; and in fact € oF =0 a.e., j € Zy, since
e’ is extension of € and F(U) C E. Hence P; = {z € U| ¢, oF(z) # 0} is a set of
measure 0, for each j € Z; and so is P = (J; P;. We will prove that F(z) = 0 for
every € U\P. Assume that there exists xy € U\P such that F(zg) # 0. Then
there exists & € E’ such that & o F(zq) # 0 i.e. |& o F(z0)| = ¢ > 0. Then there
exists & € V such that |¢ o F(zo) — &, o F(x)| < ¢/2. Since &, o F(z) = 0, by
the definition of P, we have

c=|¢ oF(xg)| < |€ o F(xg) — €, o F(wg)| + |€, o F(z0)| < ¢/2,

which is a contradiction. Hence F(z) = 0 for all z € U\P and the proof is
complete. O

Denote by 6, the delta ultradistribution concentrated at x. For v € N™ and
x € U one easily verifies that D%, € DL(I h(U ) for any h > 0 and hence, by
Proposition 5.2.1, D%, € DLF h(U) for any h > 0 and 1 < p < oo. For the next

proposition we need the followmg result.

Lemma 5.3.2. Let h > 0, « € N*" and 1 < p < oo. The set G, = {D*0,|z €
Ul c ol W(U) is precompact in D'L(;f?h(U).

Proof. Let 0 < hy < h/2°. By Proposition 5.2.1 we have the continuous in-
clusion D(qu),h(U ) — Dfo)o nyos(U). Proposition 5.2.2 implies that the inclusion
D(Li)o n /QG(U ) — D(Lsgovhl(U ) is compact. Hence we have the compact dense inclu-
sion DLq #U) — D(Lso)c’hl(U ) (the denseness follows from the fact that D®)(U) C
D(LSq)h(U) is dense in D(Lso)o (U)). So, the dual mapping D( ) n (U) = Dg;?h(U) is
compact 1nclu51on Observe that, for ¢ € D(S) n (U),

(D%, p)| < D%l ) grys Vo € U. Hence G, is bounded in the Banach
h‘lod L007h1( )
space DL(I)h (U), thus precompact in DlL(i?h(U). O

Proposition 5.3.1. Fach F € LP(U; E) can be regarded as an E-valued ultradist-

ribution by F(p) = / F(z)p(z)dzx. In this way LP(U; E) is continuously injected
U

into D/L(f)(U;E) for 1 <p < oo and in DLph(U E) for 1 <p < oc.

Proof. Let F € LP(U; E). First we will prove that LP(U; E) is continuously injec-
ted into DY (U; E). If ¢ € BY(U) then

Since U is bounded, ||¢||za@wy < |U[Y?|¢| L@w). Hence F € Ly (B(S)(U) E) =
D/L(f)(U; E) and the mapping F — F is continuous from LP(U; E) into D (U E).

/U F(o)o(z)da

S/UIIF(HS)HEISO(I)W < [Fllew:m ol Law). (5.6)
E
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To prove that it is injective let F = 0 i.e. / F(z)p(x)dz = 0 for all ¢ € BO)(U).

Since U is bounded LP(U; E) C LY(U; E). NUOW, Lemma 5.3.1 implies that F = 0.

Next, we prove that LP(U; FE) is continuously injected into D/L(;f?h(U ; E) for

1 < p < co. Consider the set G = {J,|z € U} C D’L(f)?h(U). It is precompact in

D12, (U) by Lemma 5.3.2. Fix F € LP(U; E) and note that (5.6) still holds when

p € D(LS%,L(U). Let V = {e € E||le]lg < e} be a neighborhood of zero in E and
¥l o U

G= G. Since G is precompact so is G. But then, for Y E Ge,
€

IF Lo el oy < [U1YUNF || o) Sug|<5x,s0>| <e.
e

Hence F(p) € V for all ¢ € G°. We obtain that F € L (D(lel),h<U)C7 E) since the

topology of precompact convergence on DS%AU ) coincides with the topology of

compact convex circled convergence (Dgf,?h(U ) is a Banach space). The continuity

of the mapping F + F follows from (5.6) since the bounded sets of D(LS%}L(U )
are the same for the initial topology and the topology of compact convex circled
convergence. The proof of the injectivity is the same as above. m

By Proposition 5.3.1, from now on we will use the same notation for F &
LP(U; F) and its image in D/L(f)(U; E), resp. D/L(;f?h(U; E) for 1 <p < 0.
Fora e N and F € LP(U; F), 1 < p < oo, define D*F € Dgi?h(U; E) by

DF(¢) = [ Fa)(-Dr (s, ¢ € DY, 0)

As in Proposition 5.3.1, one can prove that this is well defined element of
DlL(ﬁ?h(U; E). One only has to use the set G, from Lemma 5.3.2 instead G =
{6z]x € U}. Observe that D*F coincides with the ultradistributional derivative

of F when we regard F as an element of Dgf)(U; E) or D'®)(U; E).

Theorem 5.3.2. Let 1 < p < oo and ¥, € LP(U; E), a € N, are such that, for

1/p n
alPs
p ; a
some fized h > 0, <Z WHFQ||LP> < 00. Then the partial sums |Z D°F,
« al|=0

converge absolutely in DlL(i)(U; E) and DlL(i?h(U; E).

The partial sums converge absolutely in Dj:(f)(U; E) also in the cases p =1 and
p = 00.

Proof. Let 1 < p < co. To prove that the partial sums converge absolutely in
D/L(;g?h(U; E) =1L, <D(qu)’h(U)c,E> let B be a bounded subset of D(LS%,L(U)C. Since

the bounded sets of D(L‘g[)’h(U ) are the same for the initial topology and the topo-
logy of compact convex circled convergence we may assume that B is the closed
unit ball in D), (U). We obtain
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n

sup
jaf=0 #<7

/U B, (2)(~D)*p(x)dz

E

< supZ IR |dx<supz Bl D oo
| |=0 \ |=0
1/p 1/q

= pleda
< Z h|0“pH oz“Lp U;E) -Sug Z s |D gOHqu(U) )

la]=0 PED\ |al=0

for any n € Z,. Since Dgﬁ?h(U ; E) is complete it follows that the partial sums
converge absolutely in D/L(i?h(U ; E) to an element of DlL(i?h(U ; E). The proof for
D/L(f)(U ; ) is similar. O

Observe that each F € C(U; E) is in LP(U; E) for any 1 < p < co. To see this,
note that F is separately valued since it is continuous and U is a subset of R".
Moreover it is easy to see that it is weakly measurable. Hence Pettis’ theorem
implies that F is strongly measurable. Now the claim follows since U is bounded
|IF(-)||g is in LP(U), for any 1 < p < 0.

Theorem 5.3.3. Let f € D (U E) and 1 < p < oco. Then there exists h > 0
and F, € C(U; E), a € N", such that

1/p
(Z h|0‘|p|| a”Lp U:E > <0 (5.7)

and f = Z D°F,, where the series converges absolutely in D (U E).
|a|=0
Conversely, let F, € LP(U; E), « E N, be such that (5.7) holds. Then there

exists £ € D (U E) such that f = Z D“F,, and the series converges absolutely
|o]=0

in DU E).

Proof. First, note that the second part of the theorem follows by Theorem 5.3.2.
To prove the first part, let f € D (U E) =1, (B(s)(U),E>. Since B (U) is
nuclear (by Proposition 5.2.2) and FE is a Banach space f is nuclear. Hence there
exists a sequence e;, 7 € N, in the closed unit ball of £/, an equicontinuous sequence
fi» j €N, of D'L(‘f)(U) and a complex sequence J\;, j € N, such that Zj || < o0,
such that

£(p) = Y N{fiedes

=0
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Since {f;|j € N} is equicontinuous subset of D/L(f)(U ), it is bounded and by Pro-

position 5.2.3, there exist h,C' > 0 and F}, € C(U) such that

o 1/p
o alps
fi=_ D"Fjq and sup (Z W||ﬂ,a||”mw)> <,

|a|=0 aeN"”

Define Fo(x) = >, A Fjo(z)ej. To prove that F, € C(U; E), observe that for each
J €N, NjFjo(x)e; € C(U; E) and the series Y. \jFjo(2)e; converges absolutely
in the Banach space C(U; E). Hence F, € C(U; E). Moreover

al? > al® - —
e IFa@lls < 3 W il O INL forall s e T
§=0

Jj=0

B
We obtain sup %HFQHC(U;E) < 00. Since U is bounded, (5.7) holds for any hy >
h. One easily verifies that the series >,  Aj(D“Fj,p)e; converges absolutely

in F for each fixed ¢ € B®)(U). Hence f(p) = Z D®F,(p), for each fixed

|af=0

= B(S)(U), By Theorem 5.3.2, Z DF, converges absolutely in Dg‘f)(U; E),

|af=0
oo

hence f = Z D°F,,. O

=0

5.4 On the Cauchy Problem in f)’fp’h(O,T; FE)

In this section F is the Banach space with the norm || - ||, and D(A) is the do-
main of a closed linear operator A, endowed with the graph norm |jul[p) =
|lul| + ||Aul|. We use standard notation for the symbols R(\ : A), p(A). The
results obtained in previous sections will often be applied in the one dimensio-
nal case (i.e. n = 1) when a bounded open set U is equal to the interval (0, 7).
In this case we will use the more descriptive notations LF(0,T; FE), Dipﬁ((),T),

D) ,(0,7), BO(0,T), D), (0,7), D30, 1), D), (0,7 E) and DY (0, T; E) for

the spaces LP(U; E), D5, ,(U), DY), (U), BO(U), DY), (U), DY (U), DY), (U B)

and D/L(f)(U ; E), respectively. Note that by Sobolev imbedding theorem, every

derivative of ¢ € D7, ,(0,T) can be extended to uniformly continuous function on

[0, T]. As in [25], we define the E-valued Sobolev space W'(0,T; E) as the space
t

ofall F : [0,T] — E, such that F(t) = Fo—i-/ F'(s)ds, t € [0,T], for some Fy € E

0
and F'(t) € LP(0,T; E), with the norm ||F|ly1.r0,7:5) = [|F | ze0,1:2)+ ' r 0,758,
1 < p < oo. Observe that if F € W'P(0,T; E) then F is continuous function with
values in F which is a.e. differentiable and its derivative is equal to F’ a.e.
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Let 1 < p < oo. Define ﬁlLSp’h(O,T; E) as a space of all sequences f = (F,),,
F, € L?(0,T; F), a € N, such that

1/p
||f||DLSp h(OTE (Z por OCHLP(OTE > < Q. (58)

aeN

One easily verifies that it is a Banach space with the norm (5.8). Each f €
Dfpvh(O,T; E) generates an element of L (D3, ,(0,T), E) by

<f790>=f(90)=2(—1)°‘/0 F. (1) (t)dt € E.

aeN

Moreover, one easily verifies that the mapping f — (f,-),
D, (0, T; E) — Ly (Dj, ,(0,T), E) is continuous.

Remark 5.4.1. 1t is worth to note that this mapping is not injective. To see this
let 1) € D&)(0,T), ¢ # 0. Take nonzero element e of £ and define F(z) = ¢/(x)e
and G(z) = w(x)e xz € (0,7). Obviously F, G € L*(0,T; E), for any 1 < p < oc.
Define f,g € D, ,(0,T; E) by f = (F,0,0,...) and g = (0,G,0, ...). Observe that,
for ¢ € D4, (0, T),

=e/OTw'<a:>go / b(@)d (@)dz = (g, ).

Hence (f,-) and (g, -) are the same element of L, (Dj, ,(0,T), E).

Note that L?(0,T; E) can be continuously imbedded in D7, #(0,T;E) by F
(F,0,0,...).

Let 1 < p < o0o. Define ﬁ;f,lﬂp’h(o, T; E) as the space of all sequences f = (F,,),,
where F, € W'(0,T; E) and

1/p
||f’|é;/f/17Ph(0’T;E) = (Z hpa (HF ||Lp o) T IFL|, OTE)>> < 0.

a€eN
Equipped with the norm | - ”ﬁ’s (0.T;E)’ it becomes a Banach space.
va,lph(O,T; E) is continuously mJected into DLph(O,T, E). For f = (F,), €
va,lp (0, T E), £ =f = (Fo), € D, #(0,T; E), where F, = F/, is the classical

derivative a.e. in (0, 7).

Moreover, the mapping f — f’ DWlp L0, T E) — f)/Lsp,h(O, T; E), is continuous.
Our main assumption is that the Hille-Yosida condition holds for the resolvent

of the operator A:

(A —w)*R\: AF|| < C, for A\ >w, k€Z,. (5.9)

From now on we will always denote these constants by w and C.
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5.4.1 Various types of solutions
We need the following technical lemma.

Lemma 5.4.1. Let 1 < p < 00 and g = (Ga)a € DLph(O,T;D(A)). Then for
every o € Piq(()?T), (g, %) € D(A) and

/G t)dt = i(—l)a/TAGa(t)go(“)(t)dt.

Proof. First observe that for each o € N, G,¢'® € L1(0,T; D(A)) and AG o €
LY0,T; F) since G,(t) € LP(0,T; D(A)) and ¢ € D5,(0,T). Then

T
/ G ()6 (t)dt — / AG. ()6 ()dt. (5.10)
0
Moreover, observe that
t)dt < ||(Ga)aHf>fp , (0,T3D(A)) I D;4(0,7)-
D(A) '
We obtain that Z( / G t)dt converges absolutely in D(A), i.e.
a=0
(g,p) € D(A). Hence
T
/ Ga(0) (Ot = 3 (~1)°A / G ()0 (t)dt.
a=0 0
which, together with (5.10), completes the proof of the lemma. ]
Let up, € E, a € N, be such that
00 1ps 1/]0
al
( 1ra I 0a”E> < 0. (5.11)
a=0

Then the constant functions INJa(t) = Upa, t € [0,7], are such that U, €
LP(0,T; E) and (5.8) holds. Hence (Uy), € f)}fp’h(O,T; E). In the sequel, if
Upa, @ € N, are such elements we will denote the corresponding constant func-
tions simply by wg, and the element (ugq)q of 75’5,,&(0, T; E) that they generate

by 1. We also use the notation ||u0||13,Lsp L (0.T:E) for the norm of this element of

D 4(0,T; E).

We recall from [25] the definition of two types of solutions of the Cauchy pro-
blem (1) (here they are restated to fit in our setting). We also define weak version
of them. Let A: D(A) C E — E be a closed linear operator in the Banach space
E fe DLph(O,T;E) and up, € F, a € N.

1. We say that u = (U,), is a strict solution, respectively, strict weak solution,
in ﬁfp,h(O,T; E)of (1) ifue Dy, #0, T E)N ﬁfpﬁ((), T;D(A)) and

Ul (t) = AU (t) + Fo(t), t € [0, T] a.e. and U, (0) = ug 4, Vo € N,
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respectively, for each ¢ € Dj,,(0,T) it satisfies
(W'(t), (1)) = A(u(t), p(t)) + (£(), (1)) and Ua(0) = uga, Ya € N. (5.12)

We know by Lemma 5.4.1 that (u(t),p(t)) € D(A) for each ¢ € D, ,(0,T).
Also, note that in both cases (of strict or of strict weak solution of (1)) we have

ol < 2T |Uall rogo,rsm) + 2PTP|[UL || oo, ) -

Hence ug = (ugp)q satisfies (5 11).
2. We say that u € DLP h(O T; E) is an F-solution, respectively, F-weak

solution in Dfp’h(O,T, E) of (1), if for every k € N there is u;, = (Upa)a €
va/lp A0, T5E)N f)fp’h(o, T; D(A)) such that from

pa(t) = AUpo(t) + Fro(t), t € [0,T] a.e. and Uy o (0) = ugpa

we have

Tim (e = ullgy, o + 16 = g o+

+|luo . — UOHD'S OTE)> =0,
respectively, from

(w,(t),0(t)) = A{ur(t), () + < k(1) (1)), Vo € Diq,(0,7)
and Uy (0) = o g0, Vk,a € N

we have that for every ¢ € D3, ,,(0,7),
Jim ([[(wx =, 9)|e + [ — £, 9) |5 + [[{uor —uo, 9)ll2) = 0. (5.13)

From the above definitions it is clear that a strict, resp. a strict weak solution, in
DY, #(0,T; E) is an F-solution, resp. F-weak solution in D, #(0,T; E).

Remark 5.4.2. If a strict weak solution of (1) in DLSML(O,T; FE) exists then it is
not unique. To see this let ¢» € D®)(0,T) and e € D(A) such that ¢ # 0 and
e # 0. Define v = (V,)q € D, ,(0,T; E) by Vo(t) = ¢/(t)e, Vi(t) = —(t)e and
V.(t) =0, for « > 2, @ € N. Obviously v € DW1ph(0,T; E)N ﬁlLsp’h(O,T;D(A))
and V,(0) = 0, Ya € N. Moreover, it is easy to verify that the operators
(v.),(v,-) € L(Dj,,(0,T),E) are in fact the zero operator. Hence, if u is a
strict weak solution of (1) in ZND'LSPJL(O, T; E) then so is u + v.

One can use the same construction to prove that the F-weak solution in
ﬁfpvh(O,T; E) of (1) is also not unique.

Now we consider the existence of such solutions of the Cauchy problem (1).

Proposition 5.4.1. If u is a strict, resp. a F-solution, of the Cauchy problem
(1), then it is also strict weak, resp. F-weak solution, of (1).
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Proof. The proof follows from Lemma 5.4.1 and the fact that the mapping g —
(g, ), Dfp,h(O,T; E) = L (qu’h(O,T), E) is continuous. O

The proof of the next theorem heavily relies on the results obtained in [25].
Parts in brackets are consequences of Proposition 5.4.1.

Theorem 5.4.1. i) The Cauchy problem (1) has an F-solution (resp. an F-
weak solution) in ﬁfp’h(O,T; E) for every f = (F,)a € DLPh(O,T;E) and
Uy = (Up,a)a Such that (upa)a satisfies (5.11) and ug o € D(A), Va € N. In
the case of F-solution, it is unique.

it) The Cauchy problem (1) has a strict solution (resp. strict weak solution)
m DLph(O T; E) for every f = (Fy)a € DWlph(O T;E) and uyp = (Upa)a

such that ug o € D(A) and Aug o + Fo(0) € D(A), Va € N and (upa)a and
(Aug.o)a satisfies (5.11). In the case of strict solution, it is unique.

Proof. First we will prove i). By Theorem 1.4.6 (see also the Appendix of [25])
for each fixed a € N, the problem U!, = AU, +F,, U,(0) = up, has a F-solution
in LP(0,T; E). In other words, there exist Uy, € W'?(0,T; E) N LF(0,T; D(A)),
Fk,a S LP(O,T; E), U ko € E k€ Z,, such that U;C’a = AU}WI + Fk,a, Uk,a<0) =
Uo, ko and

]}1_{{)10 (HUk,a — Udllero.r:8) + |1 Fra — FallLro,rm)+ (5.14)

”uo,k,a - u0,0cHE) =0.

Moreover, by Theorem 1.4.5 (see also Theorem A.1 of the Appendix of [25]), each
U, is in fact in C(0,T; E), U,(t) € D(A), Vt € [0,T], Uy(0) = up, and

U] < O (\|Ua<o>u+ / ewsuFa<s>Hds),te[o,T1. (5.15)

Using this estimate one easily verifies that u = (Uy,)a € D}, 20,75 E). We will
prove that this is an F-solution of (1).
Let k € Z,. Take ny € Z, such that

o0

1 ! 1
Z T || a||Lp 01:E) S 2k’ Z hpe o "‘”L”(OTE) = (2k)P

a=ng a=ng

o0

= alps 1
E P
a’nd hpa HUO,OAHE S (Zk)p

a=ng

For each 0 < a < my, — 1, by (5.14) we can take Fy_ o, Ug, o and ug g, o such that

alPs
Z hpo <|| U ||L10 (0,T;E) + ||Fkaa F ||Lp (0,T;E)
0
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1
2k)p
U0 k.- FOr 0 < v <y —1 define Vi, =

e For a > ng put Vo =0, voga =0
Dipis (0, T3 E) N D}fph(o T'D(A)) gk =

+ ||u0,kaa an“ ) (

and U;C a—AUk a+Fkaa7 Ukaa( )
Ukaom UOka_UOk aand Gka F
and Gg, = 0. Then v = (Via)a €

(Gra)a € D, #(0,T; E) and v, = (Vok,a)a is such that Z

|v0ka||p < 0.

Also vi(0) = wvok. By definition, we have V}, o = AVka —|— Gy for all @ € N.

We will prove that v, — u, g — f and vy — up in DLPJL(O,T7 E), hence u is
F-solution of (1). Let ¢ > 0. Take ky € Z; such that 1/ky < . For k > ko,
k € Z,, we have

p
HVk- - UHﬁILQP,h(O’T;E)

ng—1 Oé!ps

O Ve = Ul + 3 e [ Ul
a=0 a=nyg
np—1

alPs eP 2P

< ZO o 1Ubea = Ualliozisy + 35 < 55

a—

Hence ||vy, — qus o5 <€ Similarly, ||g, — fHD s, (orip) < € and

% ips 1/p
! .
( T —lvoka = woallisorm) < g, for k > ko. It remains to prove the

a=0
uniqueness. If @ = (Uy)a € DY, #(0,T; E) is another F-solution of (1) then U,

is a F-solution to the problem U/ (t) = AU, (t) + Fu(t), Ua(0) = ug 4, for each
a € N. But, theorem 1.4.5 (see also Theorem A.1 of the Appendix of [25]) implies
that the F-solution to this problem must be unique, hence U, = U, which proofs
the desired uniqueness.

To prove ii), observe that Theorem 1.4.7 (see also Theorem A.2 of the Appendix
of [25]) implies that for each a € N there exists U, € C'(0,T; E) N C(0,T; D(A))
such that

Ul (t) = AU,(t) + Fo(t), Vt € [0,T] and U,(0) = ug 4 (5.16)
and it satisfy (5.15) and

t
UL @] < Ce* (HAUo,a +Fa(0)] +/ 6_“’SIIF'Q(S)IIdS) , 1€ [0, T (5.17)
0

Moreover, by (5.16) and (5.17), we have
IAUL @) < Ce™ (Augall + [Fa(0) ]| + TVFL | oo.im)) + [IFa(®)]], ¢ € 0, 7).

Since f € DWlph(O T; E) and (upq)e and (Auga)s satisfy (5.11), by the above
estimate and (5. 15) and (5.17) we can conclude

u = (U,), € DWlph(O,T; E)N DLph(O,T;D(A)). Hence u is a strict solution.
The uniqueness follows from Theorem 1.4.7 (see also Theorem A.2 of the Appendix
of [25]) by similar arguments as in 7). O



88 Chapter 5. On the solution of the Cauchy problem

5.4.2 Solutions in D’L(f)(O,T;E)
Let g € D'L(‘f)((), T; E). By Theorem 5.3.3 for 1 < p < oo, there exists h; > 0 and
G, € LP(0,T; FE), a € N, such that

o

Z 5 HG 1007y < 00 and g = ZG (5.18)
a=0 1 a=0
For the moment, for g € D/L(f)(O,T; E) =L, (B(s)(O,T), E), denote by g(p) the
action of g on o € B(®)(0,T). On the other hand, put g§ = (G4)a € ﬁfﬂh(O, T;FE).
By the way we define the operator (g,-) € L, (DLq ,(0,7), E) one easily verifies

that g(v) = (g, ) for all ¢ € B (0,T) C DLq #(0,T). Hence, if g € D/(S (0,T; E)
has the representation (5.18) we will denote by (g, ) the action g(-).
Let g € D S)(0 T;E) has the representation (5.18). Define Gy, = 0 and

G / Go_1(s)ds, t € [0,T] for o € Z.. Then, obviously, G, € W'2(0,T; E),
G.(0) =0, G/, = G,_; ae. for all a € Z,, and if we put h > hy we have

a'ps

Z pa <|| O‘HiP(O,TE + ||G/ ||Lp 0TE> < O0. (5.19)

a=0

By Theorem 5.3.3, Y% G € DIY(0,T; E). Also, for ¢ € B#(0,T),

S (-1 / Galt) o (B)dt = Z(—m Gl (00 ()dt
- / Gal t)dt = (g, ),

le. g = >, GY. In other words, for g € D/(S)(O,T; E)and 1 < p <
we can always find » > 0 such that g = > GY where G, € Whr(0,T; E),

GQ(Q) = 0, @ € N, such that (5.19) holds. Moreover, in this notation, if we
put f = (G)). € DL,,,L(O,T; E), then (f,-) and the E-valued ultradistribution

g € D/(S)(O, T; E) (where g’ is the ultradistributional derivative of g) generate the
same element in D'L(f)((), T, E) = L, (B<8>(0, T), E) To see this, for ¢ € B®)(0,T)
we calculate as follows

Fo) =3 (1) / G (1)@ (1)t = — 3 (~1)° / GtV (1)t

which is exactly the value at ¢ of the ultradistributional derivative of
g e D0, T; E).

We consider the equation u’ = Au + f in D/(S (0,T; E). In other words, f €
DL(f)((),T, E) is given, we search for u € DL(I)(O,T, E) such that, for every ¢ €
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B (0,T), (u,¢) € D(A) and (W, p) = A(u, @) + (f,¢). By the above discussion,
for 1 < p < oo, there exists h > 0 and F, EW“’(O T, E), F,(0) =0, a € N, such
that (5.19) holds (with F, and F/, in place of G, and G.) and f = S°°° 0F(Oé).
If we put f = (Fu)a, then f € DWlph(O T;E). For wp, = 0 € D(A) put
tp = (Up.a)a. Then the conditions of Theorem 5.4.1 i1) are satisfied, hence there
exists 1 = (U,)a € DWlph(O,T; E)N D'LSpyh(O,T;D(A)) which is a strict weak
solution of ' = Aa+f in D, 20, T E). ffweputu =327 U e D/L(f)(O, T:FE),
by the above discussion, (u, ) € D(A), Vo € B®(0,T) (since this holds for )
and u is a solution of u’' = Au+f in D/(f)(O, T; E). Moreover, by Theorem 5.3.2

L
this u as well as f are in fact elements of Dgi w(0,T; E). Thus, we proved the

following theorem.

Theorem 5.4.2. Let A : D(A) C E — E be a closed operator which satisfies
the Hille-Yosida condition and f € D/L(f)(O,T; E). Then the equation v’ = Au+f
always has a solution u € D/L(f)(O,T;E). Moreover, u € D/L(ﬁ?h(O,T; E) where
1 <p<ooandh >0 are such that

S O (1Pl + IF o) < o0

a=0

with £ = F¥, where F, € W'#(0,T; E), Fo(0) = 0, o € N.

5.5 Applications

Theorem 5.4.2 is applicable in variety of different situations. We collect some of
them in the next proposition. First we need the following definition given in [79].

Definition 5.5.1. Let 2 be bounded open domain with smooth boundary in R"
and m € Zy. We say that A(z,0;) = >, <o, Ga(z)07 Where a, € C?m(Q), is
strongly elliptic if there exists ¢ > 0 such that

Re(—-1)™ Z ao(T)E* > €)™, Vo € U, V&€ € R™
|a|=2m

Proposition 5.5.1. The operator A : D(A) C E — FE is closed operator which
satisfies the Hille-Yosida condition in each of the following situations:

i) (/25]) E =C(]0,1]), Av = —v', D(A) = {v € C'([0,1])| v(0) = 0};

it) ([25]) for k € (0,1), E = C§([0,1]) = {v € C*([0,1])| v(0) = 0}, Av = =/,
D(A) = {v e ([0, 1])| v(0) = v'(0) = 0};

ii1) ([25]) E = C([0,1]), Av =", D(A) = {v € C*([0,1])|v(0) = v(1) = 0};

iv) ([25]) for Q bounded open set with regular boundary in R", E = C(Q), Av =

Av, D(A) = {v € C(Q)|vpa = 0, Av € C(Q)} (here A is the Laplacian in
the sense of distributions in );



90 Chapter 5. On the solution of the Cauchy problem

v) ([79]) let Q be bounded open domain with smooth boundary in R™ and m €
Z.. Let A(x,0,) be strongly elliptic. Define E = LP(Q2), Av = —A(z,0,)v,
D(A) = W2m2(Q) N Wy"P(Q), for 1 < p < oo and for p = 1 define E =
LY(Q), Av = —A(z,0,)v, D(A) = {v € W L1(Q) N W ()| A(z, D, )v €
LY}

In particular, for f € D/(S (0,T; E), the equation u;, = Au+ f always has solution
in D0, T; E).

Proof. The facts that A : D(A) C E — FE is closed operator which satisfies the
Hille-Yosida condition when A and E are defined as in i) —iv) are proven in Section
14 of [25]. When A and E are defined as in v) Theorem 7.3.5, pg. 214, of [79] for
the case 1 < p < oo, resp. Theorem 7.3.10, pg. 218, of [79] for the case p = 1,
implies that A is closed operator which satisfies the Hille-Yosida condition (in fact
these theorems state that A is the infinitesimal generator of analytic semigroup
on LP(2), 1 < p < 00). Now, the fact that the equation u; = Au + f has solution

in DI$)(0,T; E) follows from Theorem 5.4.2. O

5.5.1 Parabolic equation in D/L(f)(U )
In this subsection U is a bounded domain in R™ with smooth boundary. For the
brevity in notation, let D, #(U), resp. Dy, »(U), be the space Dy, #(0,T; E),

resp. DWl,Rh(O,T, E), when E = C. Also, for k € Z,, by Dwkph(U) we denote
the space of all sequences (Fy)a, F, € W*P(U), Va € N*, for which

1/p
ummm%mm=<§jmﬂamw ) < oo

aeN”

It is easy to verify that it becomes a Banach space with the norm || - || 7. ()"
wk.p.p,

Let m € Zy, A(x,0;) = 3 4<am @a()07, where ao € EB)(V) for some open
set V CR™ and U CC V. We assume that A(zx,0,) is a strongly elliptic operator.
Obviously, A(z,d,) is continuous operator on B*)(U) and on Dgf)(U ). Denote by
A: D(A) C L*(U) — L*(U) the following unbounded operator

D(A) = W*m(U) n W™ (U), Alp) = A(z,0:)p, ¢ € D(A).

For such A(x,0,) the following a priori estimate holds (see Theorem 7.3.1, pg.
212, of [79)).

Proposition 5.5.2. [79] Let A(z,0,) be strongly elliptic operator of order 2m on
a bounded domain U with smooth boundary U in R™ and let 1 < p < oo. Then,
there exists a constant C' > 0 such that

lellwznswy < C (1A, )¢l + lllew)) Yo € WP(U) N WG (U).
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Moreover, Theorem 7.3.5, pg. 214, of [79], yields that —A is the infinitesimal
generator of an analytic semigroup of operators on L?*(U). In particular —A s
closed and it satisfies the Hille-Yosida condition (5.9) for some w,C' > 0.

Now we can prove the theorem announced in the introductions. Note that we need
to prove the theorem for D'L(f) ((0,T) x U), since D} ((0,T) x U) and

D}, (®) ((0,T) x U) are isomorphic locally convex spaces.

Theorem 5.5.1. Let U be a bounded domain in R™ with smooth boundary and
A(x, 0,) strongly elliptic operator of order 2m on U. Then for each

[ € D/Lf) ((0,T) x U) there exists u € D/(S) ((0,T) x U) such that uy + A(z, 0y )u =
fin D ((0,T) x U).

Proof. Denote by A the following unbounded operator:
Af = (—A(l', az)Fa)a (Z <_121Fa)a> X
D(A) = {f: (Fa)o € Dijama n(U)] Fo € Wi(U), Vo € N"}.

Then, obviously, A : D(A) C DY, WU) = D, »(U) is a linear operator. Since A
is closed, by Proposition 5.5.2, it is easy to verlfy that A is closed. For A > w,
define B, : DLQ,L(U) —>DL82h(U) by Br(f) = (R(A : —A)E.)a. For f = (F,)a €
D2 (U),

1/2

o )23

_ _ c
— 2 [ ~
||B)\f||f)/;27h(U) = ~ 2l \||R( —A)Follz2w < o waHDLs%(U)

Hence B, is well defined continuous operator. For (F,), € DL2 #(U), by the

Hille-Yosida condition for —A, Proposition 5.5.2 and the fact that AR(\ : —A) =
Id — AR(\ : —A), we obtain

CA+1
<0 (1+ D) I
W2m.2(U) A—w

HR(A . —A)F,

This implies that By(Fa)a = (R : —A)F,), € DWQmQh(U). Obviously R(A :
—A)F, € W"*(U), for each a € N*. Hence, the image of B is contained in
D(A). Conversely, for (F.)a € D(A), let G4 = (A + A)E,, for each a € N,
Then (Ga)a € DLQh(U) and Bx(Ga)a = (Fu)a- Hence, the image of B, is
D(A). Also, (A — A)By = Id and By(A — A) = Id. We obtain that A > w is
in the resolvent of A, R(\ : A) = B,, and similarly as above one can prove that
(X — w)*R(\ - A)kHL(ﬁ’SQ ) < C, i.e. A satisfies the Hille-Yosida condition.
L2.n
We want to solve the equation w}(t, ) + A(z, 0,)u(t,x) = f(t,z) in

D'L(f) ((0,T) x U). For the simplicity of notation put U; = (0,7) x U. By Pro-
position 5.2.3, there exist h > 0 and F, s(t,z) € C (71), a € N, g € N* such
that

'5' 2s
f=Y 0/0)F.;5 and Zh? a+|>ﬁl | Fa | e gy < 00 (5.20)
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Let E = D, (U). Let C] = 1+ sup h°l/B1* and put C = (1+ T + |U|)CY.
BEN™

Let Ly be the mapping ¢ ~— L;(¢), B (0,T) — E defined by Ls(¢) = (EF,z)s,
T
where F, 5(z) = Z(—l)a/ F,5(t,x)p'® (t)dt. We prove that it is well defined
0

and continuous mapping. First we prove that F 3 1s continuous function on U

for each € N" and ¢ € B®)(0,T). F0r€>0 by (5.20), we can find kg € Z,
131 2s

such that Z MHFaﬁHLm(

h2(a+18]) (4C’ )2
a+|B]>ko

uniformly continuous (since U, is compact in R"*!), hence there exists § > 0 such
that for every ¢,t' € [0,T], z,2’ € U such that |t — /| < § and |z — 2’| <,

For each o € N, 8 € N, F, 5 is

ko—1 2s 2
( 'ﬁ) 12 €

E F, 5t x F, s, 2" < .
aiipicn g ol 2) = Fasl6, ) (2C)?

00 1/2
al)? >
< ||90||D<52>h(0T <Z 20 |Fop(t,z) = Fop(t,a’)|"dt | <
’ a=0

S 5”90”1)(;2) h(O’T)

and the continuity of ﬁ%g follows. Also, one easily verifies that

e , 1/2
<
Z h2‘6| L°°(U) -

(al B v

1/2 alB! 9

<TNelo, o) <Z h2<a+|ﬁ|)HFaﬂ”Lw<m>) '
’ a,B

< |UM? HF%ﬁH , we obtain that L; is well defined and
L)

F .8

Since ‘
L2(U)

Ly eL (B(S)(O,T),E>. Now, as Ly <B(5)(O,T),E> ~ D90, T; E) denote by
f e D/(S)(O T; E) the mapping L.

Now, Theorem 5.4.2 implies that there exists u € D(s)(O T; E) such that
u =Au+fin DLl)(O,T, E). Each element g = (G,), € F = DL,,jh(U) gene-
rates an element of L, (B(S)(U),(C> = D/L(f)(U) (see Section 5.4) by (S(g), ) =

Z(—l)'m/ G(2)0P4(x)dr and one easily verifies that the mapping S : £ —
3 U
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D/L(f)(U ), & — S(g), is continuous. Hence, we have the continuous mapping
@ = S((u, p)), given by

B0, T)—)E—)D ).

Since ¢ — S({u,p)) € Ly (B(S)(O T), D/(S)(U)> = D'(s)(Ul) (where the isomor-

phism follows from Theorem 5.3.1), denote by u € D/(S (Uy) this ultradistribution.

Then, for ¢ € B9 (0,T), 1 € BS)( ), {u(t, ), cp(t)zﬁ(x» = (S({u,¢)),¥). Since
(W, ) = —(u, '), for all(pEB )(0,T) we have N

(ui (t, ), @(W}(@) = —(u(t, z), 90’(t)¢(if)> = (S((u',
Y € BO(U). Also, for ¢ € B®(0,T), since (u,¢p) €
D(A)'. Then, by the definition of A, A(u,¢) = (—
P e BO(U),

<S ((—AG%5)6> ﬂ/’>
_ —Z( )6I/AG s(x)00 Y (x)dx

- —Z D9 [ Gl Al 0010201 = (S .9, Al 22)6)

= —(u (tv x), (1) Alz, 0:)¢(2)) = —(A(z, O )ult, z), p(t)¥(x)),

ie. (S(A{u,9)),v) = —(A(z, 0y )u(t, z), 90(75)1?( )) for all o € B)(0,T),
¥ € B®)(U). Moreover, observe that for ¢ € B®(0,T), 1» € B®(U), we have

for all p € B)(0,T),

o),
)(A), (u,¢) = (Co)s €
AG,p)s € E. Now, for

SUE ) = S (1P / #(@)0P(a)da

B8
= (1 / Fos(t,2) 0 (0094 () dtde
a,B U

= (f(t,2),0(t)(x)),

where, in the second equality, we used the definition of Ep,g and Fubini’s theorem

since F. 5t x (@) (¢ B ()| dtdz < oo by (5.20). Now, since u’ =
S st o)l |e y :
a U

Au+ f in D0, T; E), for every ¢ € BO(0,T), (u'(t),0(t)) = Alu(t), o(t)) +
(£(t), ¢(1)) in E. Then S ((0,¢)) = S (A(u,9)) + S ({f,)) in D} (U). Hence,
for ¢ € B®)(0,T), ¢ € B®(U), we have

(we(t, x), p(t)h(x)) = (S, 9)),9) = (S (A(w, @), ) + (S (£, ), ¥)
= —(A(z, % )ult, ), p()(x)) + (f (£, 2), 0 ()i (2)).

Since B®) (0, T)&B® (U) = B®)(U;) by Theorem 5.3.1, we obtain the claim in the
theorem. []
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Example 5.5.1. An interesting application of this theorem is obtained by taking
A(z,0,) to be —A, (A, is the Laplacian 02 +...+092 ) and U to be arbitrary boun-
ded domain with smooth boundary in R”. Then —A, is strongly elliptic operator
of order 2 on U. The above theorem then asserts that for f & D’L(f) ((0,7) x U)

the equation u; — A,u = f always has solution in D/L(f) ((0,7) x U).

Example 5.5.2. If U = (0,77) € R and A is differentiation in x, arguing as
above, one can prove the following assertion: Let f € Dgf) ((0,7) x (0,771)). The

(s)

equation u; + u/, = f always has a solution in D;,” ((0,7") x (0,77)).
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