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2. Research scope and problem

The speech signal contains the information about the language (acoustic phonetic symbols),
prosody (intonation signals), gender (vocal tract and pitch - frequency of voiced sounds), age,
accent (formants), speaker's identity, emotion and health [1], [2], [3]. While the aim of speech
recognition is to recognize the spoken words in speech, speaker recognition identifies the
speaker by recognizing the spoken phrase, and verifies the speaker [4]. The abilities of decoding
the speech signals, understanding the linguistic and speaker information in speech, and
recognizing the speaker, are needed in many speech aided applications, such as access control,
access to confidential information, voice command control, transaction authentication, and
audio archive indexing [5].

Speaker recognition systems, generally, perform the tree main tasks: speaker identification,
speaker verification/detection, and speaker classification [4]. Identification takes a speech
utterance of an unknown speaker and compares with predefined speaker model of valid users.
Feature matching process finds the best match that is used to identify the unknown speaker. In
speaker verification, the unknown speaker first claims identity, and then one-to-one matching is
done, i.e. the claimed model is used for identification. If the match is above a predefined
threshold, the identity claim is accepted. The basic model for speaker recognition system is
shown in Fig. 1.
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Figure 1. General speaker recognition system architecture.6

In order to recognize the speaker, the first step in speaker recognition system is to convert the
speech waveform, using digital signal processing tools to a set of features for further analysis.
During signal preprocessing, sometimes when removing an unwanted information, some useful
information can be lost. After preprocessing of the speech signal in the signal modeling, the next
step is parameterization of speech signal, which is called feature extraction. The aim of this
process is to produce a meaningful representation of the speech signal. Some main tasks of
feature extraction are the process of converting the speech signal to a digital form (signal
conditioning), measuring important characters of the signal (signal measurement), augmenting
these measurements with derived measurements (signal parameterization), and statistical
modeling. For parametrically representing the speech signals there are several common
methods, such as Mel-Frequency Cepstrum Coefficients, Filter Bank Energy analysis, and others
[71.

The result of feature extraction is the sequence of acoustic vectors that are extracted from an
input speech of each speaker and provide a set of training vectors (patterns) for that speaker
[8]. The next step is pattern/feature matching that identifies the unknown speaker by
comparing extracted features with the set of known speakers. The pattern classification
measures the similarity of the input feature vectors, and groups the patterns that share the
same properties. The pattern classification results in whether to accept or reject a speaker [9].



3. Related Work

Recently, researchers have started to explore several different strategies for using Deep
Neural Networks (DNN) for speech recognition, speaker recognition, and spoken language
recognition tasks [4], [10], [11]. Among the first results, in 2000, was the use of Deep Belief
Networks, which are based on restricted Boltzmann machines, and deep autoencoders [12].
However, training DNN with big number of hidden layers with autoencoders, has shown to be
quite difficult task [13]. From 2006, dimensionality of data with autoencoder networks was
reduced by gradient descent which is used for fine-tuning the weights [14]. Furthermore, this
approach has branched into a major variants, such as batch gradient descent, stochastic
gradient descent, and mini-batch gradient descent [15]. When dealing with continuous speech
recognition, the Recurrent Neural Networks (RNN) were proposed [16].
One of the recent advances in DNN, that improve its performance, optimization, and prediction
quality, are rectified linear units, and dropout (to overcome overfitting) [17] However, there are
still few challenges that need to be addressed. Sutskever et al. (2013) showed the importance of
momentum-accelerated Stochastic Gradient Descent (SGD) that uses well-designed random
initialization.18 Le et al. (2011) introduced more sophisticated optimization methods such as
Limited memory Broyden-Fletcher-Goldfarb-Shanno (BFGS), and conjugate gradient, that
simplify, and speed up the process of pretraining deep algorithms [15]. Senior, et al (2013)
trained DNN for large vocabulary speech recognition with minibatch SGD by using a variety of
learning rate schemes. They show that adequate choice of learning rate schemes leads to faster
convergence, and lower word error rates [19].
In this paper, we present the model of SGD with and without dropout rate applied on speech
dataset. We analyze the different combinations of its parameters such as learning rate, hidden
and input layer dropout rate.
Additionally, the speech recognition performance fluctuation with different background noise
levels is analyzed and the impact of employing of different coding techniques in speech
recognition is determined.

4. The Aim of the Research.

New wave of consumer-centric applications, such as speech recognition in order to interact with
mobile devices and home entertainment systems. In order to improve automatic speech
recognition in real environment (the noisy environments), the major contribution of the thesis
are as follows:

Analysis the speech recognition performance fluctuation with different background noise levels.
Determining the impact of employing coding techniques in speech detection recognition.



Many researches have shown that deep learning neural network methods have the best
performance in comparison with other classifiers. However, those methods with many
parameters require a lot of tunings in order to optimize the performance in different supervised
learning tasks.

In this thesis, we show that picking a good combination of parameters can significantly improve
the performance of deep learning Neural Network methods in automatic speaker recognition
even in a noisy environment. Additionally, improvement of the speech recognition by using
deep convolutional networks on spectrograms will be considered.

5. The methodology of scientific research

First, the effect of external influences on speech recognition in noisy environments with
different levels of Signal to Noise Ratio will be examined. Second, the speech recognition
performance by tuning various parameters in Stochastic Gradient Descent DNN algorithms will
be analyzed. Third, speech recognition by using deep Convolutional Neural Networks on
spectrograms for a spoken language identification task will be considered in order to improve
the performance of the previous tasks.

6. The content of the thesis

This thesis contains 6 main chapters. In the first chapter, introduction about motivation and
speaker recognition is given. Second chapter contains the State-of-The-Art of the speaker
recognition area. Chapter 3 describes the feature extraction. Chapter 4 explains the working
principle of Neural Network methods. In chapter 5, experiments are presented and the chapter
6 the conclusion remarks are given.



7. Scientific contribution

Recent researches in the field of automatic speaker recognition have shown that methods
based on deep learning neural network provide better performance than other classifiers
based on hidden Markov models and Gaussian mixture models. On the other hand, those
methods with many parameters require a lot of tunings in order to optimize the
performance in different supervised learning tasks. The goal of this thesis is to show that
selecting appropriate value of parameters can significantly improve the performance of
deep learning neural network methods in automatic speaker recognition. The reported
study introduces an approach to automatic speaker recognition based on deep neural
networks and the stochastic gradient descent algorithm. It particularly focuses on three
parameters of the stochastic gradient descent algorithm: the learning rate, and the hidden
and input layer dropout rates. Additional attention was devoted to the research question of
speaker recognition under noisy conditions. Thus, two experiments were conducted in the
scope of this thesis. The first experiment was intended to demonstrate that the
optimization of the observed parameters of the stochastic gradient descent algorithm can
improve speaker recognition performance under no presence of noise. This experiment was
conducted in two phases. In the first phase, the recognition rate is observed when the
hidden layer dropout rate and the learning rate are varied, while the input layer dropout
rate was constant. In the second phase of this experiment, the recognition rate is observed
when the input layers dropout rate and learning rate are varied, while the hidden layer
dropout rate was constant. The second experiment was intended to show that the
optimization of the observed parameters of the stochastic gradient descent algorithm can
improve speaker recognition performance even under noisy conditions. Thus, different
noise levels were artificially applied on the original speech signal. The obtained results show
that dropout optimization can significantly enhance the performance of stochastic gradient
descent method in automatic speaker recognition even under noisy conditions. It is also
shown that selecting an appropriate value of the learning rate is also a very important task,
since for some values of this parameter, the performance of the method is negatively
affected.
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9. Opinion of the Committee Members

Na osnovu iznetog, ¢lanovi Komisije su zakljuiili da kandidat mr Ashrf Nasef ispunjava sve
uslove iz zakonskih propisa i odgovarajucih zahteva iz opstih akata Univerziteta ,Singidunum“ u
Beogradu za odbranu doktorske disertacije. Stoga ¢lanovi Komisije predlazu Veéu Departmana
za poslediplomske studije i medunarodnu saradnju Univerziteta ,Singidunum” u Beogradu da
kandidatu mr Ashrfu Nasefu, odobri izradu doktorske disertacije pod radnim naslovom Speech
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