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Dissertation title: Semi-Fredholm operators on Hilbert C∗-modules

Abstract: In the first part of the thesis, we establish the semi-Fredholm theory on Hilbert C∗-
modules as a continuation of the Fredholm theory on Hilbert C∗-modules which was introduced
by Mishchenko and Fomenko. Starting from their definition of C∗-Fredholm operator, we give
definition of semi-C∗-Fredholm operator and prove that these operators correspond to one-sided
invertible elements in the Calkin algebra. Also, we give definition of semi-C∗-Weyl operators
and semi-C∗-B-Fredholm operators and obtain in this connection several results generalizing
the counterparts from the classical semi-Fredholm theory on Hilbert spaces. Finally, we consider
closed range operators on Hilbert C∗-modules and give necessary and sufficient conditions for
a composition of two closed range C∗-operators to have closed image. The second part of
the thesis is devoted to the generalized spectral theory of operators on Hilbert C∗-modules.
We introduce generalized spectra in C∗-algebras of C∗-operators and give description of such
spectra of shift operators, unitary, self-adjoint and normal operators on the standard Hilbert C∗-
module. Then we proceed further by studying generalized Fredholm spectra (in C∗-algebras) of
operators on Hilbert C∗-modules induced by various subclasses of semi-C∗-Fredholm operators.
In this setting we obtain generalizations of some of the results from the classical spectral
semi-Fredholm theory such as the results by Zemanek regarding the relationship between the
spectra of an operator and the spectra of its compressions. Also, we study 2×2 upper triangular
operator matrices acting on the direct sum of two standard Hilbert C∗-modules and describe
the relationship between semi-C∗-Fredholmness of these matrices and of their diagonal entries.
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Наслов дисертациjе: Полу-Фредхолмови оператори на Хилбертовим C∗-модулима

Резиме: У првом делу тезе успостављамо полу-Фредхолмову теориjу на Хилбертовим C∗-
модулима као наставак Фредхолмове теориjе на Хилбертовим C∗-модулима коjу су увели
Мишченко и Фоменко. Полазећи од њихове дефинициjе C∗-Фредхолмових оператора, даjе-
мо дефинициjу полу-C∗-Фредхолмовог оператора и доказуjемо да ти оператори одговараjу
jеднострано инвертибилним елементима у Калкиновоj алгебри. Такође, даjемо дефиници-
jу полу-C∗-Ваjлових оператора и полу-C∗-Б-Фредхолмових оператора и добиjамо с тим
у вези више резултата коjи генерализуjу пандане из класичне полу-Фредхолмове теориjе
на Хилбертовим просторима. На краjу, разматрамо операторе са затвореном сликом на
Хилбертовим C∗-модулима и даjемо потребне и довољне услове да композициjа два C∗-
оператора са затвореном сликом има затворену слику. Други део тезе посвећен jе генера-
лизованоj спектралноj теориjи оператора на Хилбертовим C∗-модулима. За C∗-операторе
дефинишемо генерализоване спектре у C∗-алгебри и даjемо опис таквих спектара у кон-
кретном случаjу оператора помака, унитарних, самоадjонгованих и нормалних оператора
на стандардном Хилбертовом C∗-модулу. Затим настављамо даље проучаваjући генера-
лизоване Фредхолмове спектре (у C∗-алгебрама) оператора на Хилбертовим C∗-модулима
индукованим различитим подкласама полу-C∗-Фредхолмових оператора. У овом контек-
сту добиjамо уопштење неких резултата из класичне спектралне полу-Фредхолмове теори-
jе, као што су Земанекови резултати у вези релациjа између спектара оператора и спектара
њихових компресиjа. Такође, проучавамо 2× 2 горње триjангуларне операторске матрице
коjе делуjу на директноj суми два стандардна Хилбертова C∗-модула и описуjемо однос
између полу-C∗-Фредхолмности ових матрица и њихових диjагоналних елемената.

Кључне речи: Хилбертов C∗-модул, полу-C∗-Фредхолмов оператор, полу-C∗-Ваjлов опе-
ратор, полу-C∗-Б-Фредхолмов оператор, есенциjални спектар, Ваjлов спектар, пертурба-
циjе спектра, компресиjе.
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Chapter 1

Introduction

The Fredholm and semi-Fredholm theory on Hilbert and Banach spaces started by studying the
integral equations introduced in the pioneering work by Fredholm in 1903 in [12]. After that
the abstract theory of Fredholm and semi-Fredholm operators on Banach spaces was further
developed in numerous papers and books such as [2], [3] and [56]. Some recent results in the
classical semi-Fredholm theory can be found in [55]. Now, Fredholm theory on Hilbert C∗-
modules as a generalization of Fredholm theory on Hilbert spaces was started by Mishchenko
and Fomenko in [40]. They have introduced the notion of a Fredholm operator on the standard
module and proved the generalization of the Atkinson theorem. Our aim is to study more
general operators than the Fredholm ones, namely a generalization of semi-Fredholm operators.
In this thesis we give the definition of those and establish several properties as an analogue or
a generalized version of the properties of the classical semi-Fredholm operators on Hilbert and
Banach spaces.
Recall that if H is a Hilbert space, then F is a semi-Fredholm operator on H, denoted by
F ∈ Φ±(H) if F ∈ B(H) and ImF is closed, that is, if there exists a decomposition

H = (kerF )⊥ ⊕ kerF
F−→ ImF ⊕ (ImF )⊥ = H

with respect to which F has the matrix
[
F1 0
0 0

]
, where F1 is an isomorphism, and either

dim kerF <∞ or dim(ImF )⊥ <∞.

If dim kerF < ∞, then F is called an upper semi-Fredholm operator on H, denoted by
F ∈ Φ+(H), whereas if dim(ImF )⊥ < ∞, then F is called a lower semi-Fredholm opera-
tor on H, denoted by F ∈ Φ−(H). If F is both an upper and a lower semi-Fredholm operator
on H, then F is said to be a Fredholm operator on H, denoted by F ∈ Φ(H). In the case when
F ∈ Φ(H), the index of F is defined as index F = dim kerF − dim(ImF )⊥.

Now, Hilbert C∗-modules are a natural generalization of Hilbert spaces when the field of
scalars is replaced by an arbitrary C∗-algebra. Some recent results in the theory of Hilbert
C∗-modules can be found in [11], [16], [34], [41]. In [40] Mishchenko and Fomenko consider a
standard Hilbert C∗-module over a unital C∗-algebra A, denoted by HA, and they define an
A-Fredholm operator F on HA as a generalization of a Fredholm operator on Hilbert space H
in the following way ( see [40, Definition]): A (bounded A−linear) operator F : HA → HA is
called A-Fredholm if
1) it is adjointable;
2) there exists a decomposition of the domain HA = M1⊕̃N1, and the range, HA = M2⊕̃N2,
where M1,M2, N1, N2 are closed A-modules and N1, N2 have a finite number of generators in
algebraic sense, such that F has the matrix form

1



Chapter 1. Introduction

[
F1 0
0 F4

]
with respect to these decompositions and F1 : M1 →M2 is an isomorphism.
It is then proved in [40] that some of the main results from the classical Fredholm theory on
Hilbert spaces also hold when one considers this generalization of Fredholm operator on HA.
The idea in this thesis is to go further in this direction, to give, in a similar way, a definition
of semi-Fredholm operators on Hilbert C∗-modules over unital C∗-algebras, to investigate and
prove generalized version in this setting of significantly many results from the classical semi-
Fredholm theory on Hilbert and Banach spaces.

Let us mention a few words on the motivation for studying semi-Fredholm operators on
Hilbert C∗-modules.
People have over long time been interested in solving equations of the form Ax = y for x ∈ X,
y ∈ Y when X and Y are Banach spaces and A ∈ B(X, Y ). The simplest case is when A is
invertible and the fomula for A−1 is known. In this case the solution is unique and is given by
x = A−1y. Unfortunately, A is in general not invertible in such equations. Therefore, people
have studied more general situations in which A can happen to be non-invertible, but still
regular, i.e. ImA is closed in Y and kerA and ImA are complementable in the respective
Banach spaces or, in other words, A admits generalized inverse. In these situations we can
still solve the equations of the form Ax = y, although not uniquely. More precisely, if A is
regular, then we have decompositions X = (kerA)◦ ⊕ kerA and Y = ImA ⊕ (ImA)◦, where
(kerA)◦ and (ImA)◦ denote the complements kerA, and ImA, respectively. Let u denote the
projection onto ImA along (ImA)◦ ( that is u(u+ v) = u for all u ∈ ImA, v ∈ (ImA)◦ ). The
equation Ax = y has a solution if and only if uy = y and in this case the solutions are given
by x = A′y + z, where z ∈ kerA and A′ is generalized inverse of A. So, in the situation when
A is regular, it is still possible to handle the equations of the form Ax = y, x ∈ X, y ∈ Y.
Now, a natural generalization of linear operators on Hilbert spaces are A-linear operators on
Hilbert modules over a C∗-algebra A. One of the reasons for studying A-linear operators is
that sometimes they may give a better description of non-linear phenomena in the real life
than ordinary linear operators. Indeed, it is well known that the motivation for linear analysis
comes partly from studying local linear approximations of non-linear phenomena. In the case
of Hilbert spaces, the equation Ax = y induces a (possibly infinite) system of equations in C
when x and y are represented as coordinate vectors with respect to an orthonormal basis for
the respective Hilbert space and A is given by a matrix with respect to this basis. For more
details we refer to [51]. However, if F is an A-linear, bounded operator on the standard module
HA over a C∗-algebra A, then the equation Fx = y, x, y ∈ HA induces an infinite system
of equations in A. Since A is an arbitrary unital C∗-algebra, thus it could be an algebra of
functions or operators, such system of equations may sometimes give a better description of
non-linear phenomena in the real life than the system of equations with constant coefficients.
Therefore, we may sometimes obtain more information by studying A-linear operators than by
just studying classical linear operators. On the other hand it turns out that A-linear operators,
especially adjointable ones, still keep many of the "nice" properties of the classical bounded,
linear operators on Hilbert spaces. All this together gives one of the reasons for studying
A-linear, bounded operators on HA (where A is a unital C∗-algebra ).

We may hence consider regular, A-linear, bounded operators onHA for solving the equations
of the form Fx = y, where x, y ∈ HA. It turns out that if F is adjointable and ImF is closed,
then F is automatically regular, since ImF and kerF are orthogonally complementable in this

case. Thus, in this case F has the matrix
[
F1 0
0 0

]
with respect to the decomposition

HA = (kerF )⊥ ⊕ kerF
F−→ ImF ⊕ (ImF )⊥ = HA,

2



Chapter 1. Introduction

where F1 is an isomorphism. If (ImF )⊥ is finitely generated, then it is easily checked (even
without computing the explicit formula for the orthogonal projection onto ImF ) whether the
equation Fx = y has a solution. Indeed, this equation has a solution if and only if y is orthogo-
nal to all generators of (ImF )⊥, which are finitely many in this case. On the other hand, if kerF
is finitely generated and we have an explicit formula for F−1

1 , then we can also give an explicit
expression for solutions. Namely, the solutions in this case are given by x = F−1

1 y+
∑n

k=1 zk ·αk,
where the set {z1, . . . , zn} generates kerF and α1, . . . , αn are arbitrary elements of A. Therefore,
we are in particular interested in those regular, A-linear, bounded operators on HA for which
either complement of the kernel or complement of the image is finitely generated. This leads us
to study more general class of operators than regular ones, namely the class of those A-linear,
bounded operators F for which there exists a decomposition HA = M1⊕̃N1

F−→M2⊕̃N2 = HA

with respect to which F has the matrix
[
F1 0
0 F4

]
, where F1 is an isomorphism and either

N1 or N2 is finitely generated. We denote this class by semi A-Fredholm operators. The inspi-
ration for considering such operators comes from the definition of A-Fredholm operators given
by Mishchenko and Fomenko .

In fact we are in particular interested in operators that arise from natural cases, e.g. (pseudo)
differential operators acting on manifolds. The classical theory works nice for compact man-
ifolds, but not for general ones. Even operators on Euclidean spaces are hard to study, e.g.
Laplacian is not Fredholm. However, they can become Fredholm when we look at them as
operators on a torus with coefficients in the group C∗-algebra of the integers (as the torus is
the quotient of the Euclidean space modulo the action of integers). Kernels and cokernels of
many operators are infinite-dimensional as Banach spaces, but become finitely generated viewed
as Hilbert modules. This is the most important reason for studying semi-A-Fredholm operators.

Let us give an overview of the main results in each of the chapters in the thesis.

In the second chapter we recall the results from the general theory of Hilbert C∗-modules
and from A-Fredholm theory on HA that are needed in the rest of the thesis.

In the third chapter we define adjointable upper and lower semi-A-Fredholm operators and
prove that they correspond to one-sided invertible elements modulo compact operators. We
establish several properties of these operators as an analogue of the properties of classical semi-
Fredholm operators given in [56], such as openess of the set of proper semi-A-Fredholm operators
and Schechter characterization. Moreover, we consider various new classes of operators on
Hilbert C∗-modules as generalizations of the class of semi-Weyl operators on Hilbert spaces.
We prove that these new classes are open, invariant under compact perturbations and several
other results generalizing in this setting the results from [56, Section 1.9]. Such operators will
be called semi-A-Weyl operators.

Next, in addition to adjointable semi-A-Fredholm operators, we consider also non-adjointable
semi-A-Fredholm operators in the third chapter as a continuation of Mishchenko’s work on non-
adjointable A-Fredholm operators in [17].

One of the challenges with working with non-adjointable operators is that one does not
necessarily have complementability of the kernel and the image of the closed range operators
as one has for adjointable operators where the kernel and the image of a closed range operator
are even orthogonally complementable (we recall that not all closed submodules of a Hilbert
C∗- modules are complementable, which is one of the big differences between Hilbert spaces
and Hilbert C∗-modules in general). Moreover, in the case of adjointable operators on Hilbert
C∗-modules, one can sometimes easily obtain a symmetric version of certain results simply by
taking the adjoint, while it is not possible to do that with non-adjointable operators. Because

3



Chapter 1. Introduction

of all these facts, the theory of non-adjointable operators sometimes differs from the theory of
adjointable operators and is more challenging. Therefore, it is interesting to investigate non-
adjointable operators in addition to adjointable operators and this is the reason why in this
thesis sometimes we treat separately the case of non-adjointable operators. Moreover, non-
adjointable operators occur more often in applications than adjointable ones, so this is also one
of the reasons why we are especially interested in non-adjointable operators.

Finally, at the end of the third chapter we introduce examples of semi-A-Fredholm operators.
The generalized versions in the setting of Hilbert C∗-modules of the results from the classical

semi-Fredholm theory on Banach and Hilbert spaces, which are presented here in this thesis,
usually demand different proofs from the classical ones. However, the techniques used in these
proofs are to a certain extent inspired by the techniques used in the proofs of some of the
results in [40]. In the last section of the third chapter we also show how these techniques can
be applied to the special class of operators on infinite-dimensional Hilbert spaces, so called
generalized Fredholm operators on Hilbert spaces, which are the operators with image that
contains a closed, infinite-dimensional subspace.

Several special properties of A-Fredholm operators in the case ofW ∗-algebra were described
in [38, Section 3.6]. The idea in the fourth chapter of the thesis is to go further in this
direction and establish more special properties of A-Fredholm operators defined in [40] and of
semi−A-Fredholm operator in the case when A is a W ∗-algebra, the properties that are closer
related to the properties of the classical semi-Fredholm operators on Hilbert spaces than in
the general case, when A is an arbitrary C∗-algebra. Using the assumption that A is a W ∗-
algebra (and not an arbitrary C∗-algebra) we obtain various results such as a generalization
of Schechter-Lebow characterization of semi-Fredholm operators and a generalization of the
"punctured neighbourhood" theorem, as well as some other results that generalize their classical
counterparts. We consider both adjointable and non-adjointable semi-Fredholm operators over
W ∗-algebras. At the end of this chapter we consider the special case of self-dual Hilbert W ∗-
modules and prove that the set of semi-A-Fredholm operators and the set of semi-A-Weyl
opertors on self-dual Hilbert A-modules form semigroups under the multiplication.

Various generalizations of classical semi-Fredholm operators such as generalized Weyl oper-
ators defined by Ðorđević in [8] and semi-B-Fredholm operators defined by Berkani in [4] and
[5] have been considered earlier. In the fifth chapter we construct in a similar way generaliza-
tions of semi-A-Fredholm operators and investigate some of their properties. Those operators
will be called generalized A-Weyl operators and semi-A-B-Fredholm operators. We prove that
these classes of operators are under certain conditions closed under the multiplication and in-
variant under the finitely generated perturbations. Again, we consider both adjointable and
non-adjointable operators. Moreover, we apply also the techniques from our proofs in this
chapter to extend the results from [8] to the case of regular operators on Banach spaces and
give thus partly an answer to the open question from [8] regarding whether the results from
[8] could be extended from the case of operators on Hilbert spaces to the case of operators
on Banach spaces. At the end of this chapter we give an example of a semi-A-B-Fredholm
operator.
The main technique in the proofs in this chapter is application of exact sequences which allows
us not only to obtain new results for operators on Hilbert C∗-modules, but also to provide
generalizations and extensions of the classical results for operators on Banach spaces.

It turns out that closed range operators are very important in semi-Fredholm theory on
Hilbert C∗-modules. In the sixth chapter we present equivalent conditions for a composition
of two closed range adjointable operators to have closed image. We also give a simplification
of the results by Sharifi in [49] and we give a sufficient condition in terms of Dixmier angle
for a composition of two non-adjointable closed range A-Fredholm operators to have closed
image. One of the main differences between classical Fredholm operators on Hilbert spaces and

4



Chapter 1. Introduction

A-Fredholm operators in general is that A-Fredholm operators may happen to have non-closed
image, whereas classical Fredholm operators always have closed image. In the sixth chapter we
give examples of A-Fredholm operators with non-closed image. We also give an example of an
A-Fredholm operator F satisfying that ImF is closed and ImF 2 is not closed.

Next, given an A-linear, bounded, adjointable operator F on HA, we consider the operators
of the form F −αI as α varies over A, and this gives rise to a different kind of spectra of F in A
as a generalization of ordinary spectra of F in C. The aim of the seventh chapter is to provide
basic results regarding generalized spectra in A of operators on Hilbert A-modules and hence
make first step into a new spectral theory of operators on Hilbert C∗-modules in the setting
of generalized spectra in C∗-algebras. It turns out that some of the results in this context are
valid only in the case of commutative C∗-algebras, so we provide counterexamples in the case
when A = B(H). At the end of the seventh chapter we also show by an example how these
results can be applied on operators on the Hilbert space L2((0, 1)) by considering the spectra
in C([0, 1]) or in L∞((0, 1)).

In the eighth chapter of the thesis we study perturbations of the generalized spectra in A.
However, the main topic of the eighth chapter are upper triangular operator 2 × 2 matrices
acting on two copies of HA.We describe the relationship between semi-A-Fredholmness of such
matrices and their diagonal entries. Also, we consider the perturbations of the spectra in A of
such matrices, generalizing thus the results from [7].

In the ninth chapter we define several special subclasses of semi-A-Weyl operators and we
provide examples of such operators at the end of the thesis. As already observed in the third
chapter, this shows that the class of classical semi-Weyl operators on Hilbert spaces has several
different generalizations in the setting of operators on Hilbert C∗-modules. We consider then
generalized spectra in A of operators on HA induced by these special subclasses of semi-A-
Weyl operators, and give a description of such spectra in A in terms of the intersection of the
A-valued spectra of the compressions of operators. Thus, we generalize in this setting the well
known results by Zemanek in [54]. Moreover, we show by an example how our proofs can be
applied to operators on infinite-dimensional Hilbert spaces in order to extend Zemanek’s results.

Semi-A-Fredholm operators have been considered in [1] and [15]. In [1] semi-A-Fredholm
operators are defined to be those that are one-sided invertible modulo compact operators.
However, in this thesis, inspired by the definition of A−Fredholm operator on HA given by
Mishchenko and Fomenko, we define semi-A- Fredholm operators in terms of decompositions,
as explained above. It turns out that these operators are exactly those that are one-sided
invertible modulo compact operators when we consider the standard module HA, so in this
case our definition coincide with the definition given in [1]. However, this does not need to
hold in the case of arbitrary Hilbert C∗-modules. In the last chapter we give an overview of
the results from the thesis that are valid in the case of arbitrary Hilbert C∗-modules (and not
just the standard module).

At the end we would like to recall that a unital C∗-algebra is a Hilbert module over itself
and left multipliers on this algebra are examples of bounded operators that are linear with
respect to this C∗-algebra. Thus, our results should be of interest also in this particular case.
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Chapter 2

Preliminaries

Throughout this thesis we always assume that A is a unital C∗-algebra. The material in this
chapter is mainly taken from [38].

For a right moduleM over a unital C∗-algebra A, we shall denote an action of an element
a ∈ A onM by x ·a where x ∈M. As a generalization of the classical inner product on Hilbert
spaces, an A-valued inner product on an A-moduleM is constructed as follows.

Definition 2.0.1. [38, Definition 1.2.1.] A pre-Hilbert A-module is a (right) A-module M
equipped with a sesquilinear form 〈·, ·〉 :M×M→ A with the following properties:
(i)〈x, x〉 ≥ 0 for any x ∈M;
(ii)〈x, x〉 = 0 implies that x = 0;
(iii)〈y, x〉 = 〈x, y〉∗ for any x, y ∈M;
(iv)〈x, ya〉 = 〈x, y〉a for any x, y ∈M and any a ∈ A.

The map 〈·, ·〉 is called an A-valued inner product.

Below are some examples.

Example 2.0.2. [38, Example 1.2.2] Let J ⊂ A be a right ideal. Then J can be equipped with
the structure of a pre-Hilbert A-module with the inner product of elements x, y ∈ J defined by
〈x, y〉 := x∗y.

Example 2.0.3. [38, Example 1.2.3] Let {Ji} be a countable set of right ideals of a unital
C∗-algebra A and let M be the linear space of all sequences (xi), xi ∈ Ji satisfying the con-
dition

∑
i ‖ xi ‖2< ∞. Then M becomes a right A-module if the action of A is defined by

(xi) · a := (xia) for (xi) ∈M, a ∈ A, and becomes a pre-Hilbert A-module if the inner product
of elements (xi), (yi) ∈M is defined by 〈(xi), (yi)〉 :=

∑
i x
∗
i yi.

In the similar way as in the case of Hilbert spaces, the A-valued inner product onM induces
a norm onM given by ‖ x ‖M=‖ 〈x, x〉 ‖ 1

2 for all x ∈M.

Proposition 2.0.4. [43] [38, Proposition 1.2.4] The function ‖ · ‖M is a norm on M and
satisfies the folloving properties:
(i) ‖ x · a ‖M≤‖ x ‖M · ‖ a ‖ for any x ∈M, a ∈ A;
(ii)〈x, y〉〈y, x〉 ≤‖ y ‖2

M 〈x, x〉 for any x, y ∈M;
(iii) ‖ 〈x, y〉 ‖≤‖ x ‖M‖ y ‖M for any x, y ∈M.

Note that the properties (ii) and (iii) generalize Cauchy–Bunyakovsky–Schwarz inequality
for inner product on Hilbert spaces.

Definition 2.0.5. [38, Definition 1.3.2] A pre-Hilbert A-module M is called a Hilbert C∗-
module if it is complete with respect to the norm ‖ · ‖M .

6



Chapter 2. Preliminaries

Below are some examples.

Example 2.0.6. [38, Example 1.3.3] If J ⊂ A is a closed right ideal, then the pre-Hilbert
module J is complete with respect to the norm ‖ · ‖J=‖ · ‖ . In particulaar, the unital
C∗-algebra A itself is a free Hilbert A-module with one generator.

Example 2.0.7. [38, Example 1.3.4] If {Mi} is a finite set of Hilbert A-modules, then
one can define the direct sum ⊕Mi. The inner product on ⊕Mi is given by the formula
〈x, y〉 :=

∑
i〈xi, yi〉 where x = (xi), y = (yi) ∈ ⊕Mi. We denote the direct sum of n copies of a

Hilbert moduleM byMn or Ln(M).

In the case whenM = A, we will simply denote Ln(A) by Ln in the rest of the thesis.

Example 2.0.8. [38, Example 1.3.5] If {Mi}, i ∈ N, is a countable set of Hilbert A-modules,
then one can define their direct sum ⊕Mi to be the set of all sequences x = (xi) : xi ∈ Mi,
such that the series

∑
i〈xi, yi〉 is norm-convergent in the C∗-algebra A. Then we define the

inner product by
〈x, y〉 :=

∑
i

〈xi, yi〉 for x, y ∈ ⊕Mi.

With respect to this inner product ⊕Mi is a Hilbert A-module. If eachMi = A, then we will
denote ⊕Mi by HA. This module is called the standard module over A. So, in other
words HA = l2(A). If A is unital, then HA = l2(A) has natural orthonormal basis {ej}j∈N.

There are also some other interesting examples of C∗-modules. We can for example consider
L2(Ω, µ, B(H)), for more details we refer to [26] and [27].

Let N ⊂ M be a closed submodule of a Hilbert C∗-module M. In the same way as for
Hilbert spaces, we define the orthogonal complement N⊥ by the formula

N⊥ = {y ∈M : 〈x, y〉 = 0 for all x ∈ N}.

By Proposition 2.0.4 part (iii) it follows that N⊥ is a closed submodule of the Hilbert C∗-
module M. However, the important difference from Hilbert spaces is that the equality M =
N ⊕N⊥ does not always hold, as the following example shows.

Example 2.0.9. [38, Example 1.3.7] Let A = C[0, 1] be the C∗-algebra of all continuous
function on the segment [0, 1]. Consider, in the Hilbert A-module M = A, the submodule
N = C0(0, 1) of functions that vanish at the end points of the segment. Then, obviously,
N⊥ = 0.

By the symbol ⊕̃ we denote the direct sum of modules as given in [38].
Thus, if M is a Hilbert C∗-module and M1,M2 are two closed submodules of M, we write

M = M1⊕̃M2 if M1 ∩M2 = {0} and M1 + M2 = M. If, in addition M1 and M2 are mutually
orthogonal, then we write M = M1 ⊕M2.

IfM and N are two Hilbert C∗-modules over a unital C∗-algebra A, then a map T : M → N
is called an A-linear operator if T (x · α) = T (x) · α for all x ∈M and α ∈ A. In particular this
means that T is linear because

T (λx) = T (x · λ1) = Tx · λ1 = λTx

for all λ ∈ C. The set of all bounded, A-linear operators from M into N will be denoted by
B(M,N).

To simplify notation, for F ∈ B(M,N) we will throughout this thesis simply write ImF⊥
and kerF⊥ instead of (ImF )⊥ and (kerF )⊥, respectively.
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Lemma 2.0.10. Let M be a Hilbert C∗− module and suppose that M = M1⊕̃M2 for some
Hilbert submodules M1 and M2. Then M ∼= M1 ⊕M2, where we consider the direct sum of M1

and M2 in the sense of Example 2.0.7.

Proof. We define in a natural way the map ι : M →M1⊕M2 given by ι(x) = (ux, (I −u)(x))
where u denotes the projection of M onto M1 along M2. This map is well defined and bijective
since M = M1⊕̃M2 by assumption. Moreover, it is A−linear. It remains to show that ι is
bounded. However, by the definition of direct sum of Hilbert modules given in Example 2.0.7,
for all x ∈M, we have

‖ ι(x) ‖2=‖ 〈ux,ux〉+ 〈(I − u)x, (I − u)x〉 ‖

≤‖ 〈ux,uxy〉 ‖ + ‖ 〈(I − u)x, (I − u)x〉 ‖
=‖ ux ‖2 + ‖ (I − u)x ‖2≤ (‖ u ‖2 + ‖ I − u ‖2) ‖ x ‖2 .

An operator T ∈ B(M,N) is said to be adjointable if there exists an A-linear operator
T ∗ : N →M such that

〈Tx, y〉 = 〈x, T ∗y〉 for all x ∈M, y ∈ N.

It turns out that in this case T ∗ is also bounded. The set of all adjointable, bounded, A-linear
operators from M into N will be denoted by Ba(M,N). It can be shown that Ba(M) is a
C∗-algebra, for more details see [38, Section 2.2].

The next example shows that there exist non-adjointable operators on Hilbert C∗-modules.

Example 2.0.11. [38, Example 2.1.2] Let A be a unital C∗-algebra. As above, the standard
basis of the Hilbert module HA consists of the elements ei = (0, · · · , 0, 1, 0, · · · ), where 1 is the
i-th entry. To each operator T ∈ B(HA) one can associate an infinite matrix with respect to
this basis,

[ti,j], ti,j = 〈ei, T ej〉.
Then the adjoint operator, if it exists, has the matrix [t∗i,j].

Let A = C([0, 1]) and let the functions ϕi ∈ A, i = 1, 2, · · · , be defined by the formula

ϕi =



0 on
[
0,

1

i+ 1

]
and

[
1

i
, 1

]
,

1 at the point xi = 1
2

(
1

i
+

1

i+ 1

)
,

is linear on
[

1

i+ 1
, xi

]
and

[
xi,

1

i

]
.

Let T be the operator which has the matrix
ϕ1 ϕ2 ϕ3 · · ·
0 0 0 · · ·
0 0 0 · · ·
· · · · · · · · · · · ·


(actually it is an operator from the module HA to A, thus an A-functional). It is easy to verify
that T is bounded. However, the operator T ∗ is not well defined since it should have the matrix

ϕ∗1 0 0 · · ·
ϕ∗2 0 0 · · ·
ϕ∗3 0 0 · · ·
· · · · · · · · · · · ·
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Chapter 2. Preliminaries

and the image of the basis element e1 should be an element of HA having the first column as
its coordinates and it has to be an element of HA, which is impossible since the series

∑
ϕiϕ

∗
i

is not norm-convergent in the C∗-algebra A.

Definition 2.0.12. [38, Definition 1.4.1] Hilbert C∗-module M is called finitely generated if
there exists a finite set {xi} ⊂ M such thatM equals the linear span (over C and A) of this set.
A Hilbert C∗-moduleM is called countably generated if there exists a countable set {xi} ⊂ M
such thatM equals the norm-closure of the linear span (over C and A) of this set.

Theorem 2.0.13. (Kasparov stabilization theorem) [29] [38, Theorem 1.4.2] Let A be a C∗-
algebra andM a countably generated Hilbert A-module. ThenM⊕HA ∼= HA.

Definition 2.0.14. [38, Definition 1.4.4] A Hilbert A-moduleM is called a finitely generated
projective A-module if there exists a Hilbert A-module N such thatM⊕N ∼= Ln(A) for some
n.

As explained in [38, Section 1.4] an element x of a Hilbert C∗-module N is called nonsingular
if 〈x, x〉 is invertible in the respective C∗-algebra.

Theorem 2.0.15. ( Dupré - Fillmore, [9] [38, Theorem 1.4.5] ) Let A be a unital C∗-algebra
and let M be a finite-dimensional projective A-submodule in the standard Hilbert A-module
HA. Then
(i) The nonsingular elements of the moduleM⊥ are dense inM⊥;
(ii) HA =M⊕M⊥;
(iii)M⊥ ∼= HA.

Theorem 2.0.16. [9], [38, Theorem 1.4.6] Let A be a unital C∗-algebra and let M be a
finitely generated projective Hilbert submodule in an arbitrary Hilbert A-module N . Then N =
M⊕M⊥.

Let M be a Hilbert C∗−module over a unital C∗−algebra A. We set K∗(M) to be the
closure in the norm topology of the linear span of the operators θx,y, where x, y ∈ M and
θx,y(z) = x < y, z > for all z ∈M. In [38, Section 2.2] the operators θx,y are called elementary
operators. The set K∗(M) is a closed, two sided self-adjoint ideal in the C∗-algebra Ba(M),
see [38, Section 2.2].

Proposition 2.0.17. [38, Proposition 2.2.1] Let HA be the standard Hilbert module over a uni-
tal C∗-algebra A and let Ln(A) ⊂ HA be the free submodule generated by the first n elements of
the standard basis. An operator K ∈ Ba(HA) is compact if and only if the norms of restrictions
of K onto the orthogonal complements Ln(A)⊥ of the submodules Ln(A) vanish as n→∞.

Definition 2.0.18. [38, Definition 2.3.1] A closed submodule N in a Hilbert C∗-module M
is called (topologically) complementable if there exists a closed submodule L inM such that
N + L =M,N ∩ L = 0.

The following example shows that there exist topologically complementable submodules
that are not orthogonally complementable, which again illustrates the difference from Hilbert
spaces.

Example 2.0.19. [38, Example 2.3.2] Let J ⊂ A be a closed ideal such that the equality
Ja = 0, a ∈ A implies that a = 0. PutM := A⊕ J,

N := {(b, b) : b ∈ J}.
Then

N⊥ := {(c,−c) : c ∈ J}.

9
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Therefore N ⊕N⊥ = J ⊕ J 6=M. However, the submodule

L = {(a, 0) : a ∈ A} ⊂M

is a topological complement to N inM.

The next theorem is going to be one of the main tools in our proofs. Moreover, this theorem
has several useful corollaries given below.

Theorem 2.0.20. [37] [38, Theorem 2.3.3] LetM,N be Hilbert A-modules and T ∈ Ba(M,N )
an operator with closed image. Then
(i) kerT is an orthogonally complementable submodule inM
(ii) ImT is an orthogonally complementable submodule in N .

From the proof of Theorem 2.0.20 it follows that ImT is closed if and only if ImT ∗ is closed.
This fact will be used in several proofs later.
Remark 2.0.21. If M and N are two Hilbert C∗-modules and F ∈ Ba(M,N) with the property
that F is invertible, then F−1 is also adjointable. In order to see this, we use that, by the
observation above, ImF ∗ is closed since ImF is closed. Moreover, kerF ∗ = ImF⊥ = {0} and
ImF ∗⊥ = kerF = {0}, hence, by Theorem 2.0.20, ImF ∗ = M since ImF ∗ is closed. Thus, F ∗
is invertible by the Banach open mapping theorem. For any x ∈M and y ∈ N we have then

〈F−1y, x〉 = 〈F−1y, F ∗(F ∗)−1x〉 = 〈FF−1y, (F ∗)−1x〉 = 〈y, (F ∗)−1x〉,

so F−1 is adjointable and (F−1)∗ = (F ∗)−1.

Corollary 2.0.22. [38, Corollary 2.3.4] If P ∈ Ba(M) is an idempotent, then its image ImP
is an orthogonally complementable submodule inM.

Corollary 2.0.23. [38, Corollary 2.3.5] LetM,N be Hilbert A-modules and let F :M→ N
be a topologically injective (i.e. ‖ Fx ‖≥ δ ‖ x ‖ for some δ > 0 and for all x ∈M) adjointable
A-homomorphism. Then F (M)⊕ F (M)⊥ = N .

Corollary 2.0.24. [38, Corollary 2.3.6] LetM be a Hilbert A–module and let J be a selfadjoint
topologically injective A-homomorphism. Then J is an isomorphism.

Lemma 2.0.25. [37] [38, Lemma 2.3.7] LetM be a finitely generated Hilbert submodule in a
Hilbert module N over a unital C∗-algebra. ThenM is an orthogonal direct summand in N .

Corollary 2.0.26. Let A be a unital C∗-algebra. Suppose thatM1 and N1 are closed submodules
of HA such that HA = M1⊕̃N1. If N1 is finitely generated, then M1

∼= HA.

Proof. If N1 is finitely generated, then by Lemma 2.0.25 we have HA = N1⊕N⊥1 . Now, by the
Dupre-Filmore Theorem 2.0.15. we get N⊥1 ∼= HA. Hence

M1
∼= N⊥1

∼= HA.

As explained in the beginning of [38, Section 2.5], for a Hilbert A-moduleM we denote by
M′ the set of all bounded A-linear maps fromM to A. The formula

(f · a)(x) = a∗f(x),

where a ∈ A, introduces the structure of right A-module onM′. This module is complete with
respect to the norm ‖ f ‖= sup{‖ f(x) ‖:‖ x ‖≤ 1}. Such modules are called dual (Banach)
modules. The elements of the module M′ are called functionals on the Hilbert module M.
Note that there is an obvious isometric inclusion M ⊂ M′, which is defined by the formula
x 7→ 〈x, ·〉 = x̂.
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Definition 2.0.27. [38, Definition 2.5.1] A Hilbert moduleM is called self-dual ifM =M′.

Proposition 2.0.28. [43] [38, Proposition 2.5.2] Let M be a self-dual Hilbert A-module, N
an arbitrary Hilbert A-module and T ∈ B(M,N ). Then there exists an operator T ∗ : N →M
such that the equality 〈x, T ∗y〉 = 〈Tx, y〉 holds for all x ∈M, y ∈ N .

Corollary 2.0.29. [38, Corollary 2.5.3] LetM be a self-dual Hilbert A-module. Then Ba(M) =
B(M).

Lemma 2.0.30. Let M be a self-dual Hilbert C∗-module and suppose that M = M1⊕̃M2 for
some Hilbert submodules M1 and M2. Then, both M1 and M2 are self-dual.

Proof. We have that M1 and M2 are the kernels of the bounded, A-linear projections. By
combining Corollary 2.0.29 and Theorem 2.0.20 it follows that M1 and M2 are orthogonally
complementable in M. Let P denote the orthogonal projection onto M1. If ϕ ∈ M ′

1, then
ϕ ◦ P ∈ M ′. Hence there exists an y ∈ M such that (ϕ ◦ P )(x) = 〈y, x〉 for all x ∈ M. In
particular, ϕ(z) = (ϕ ◦ P )(z) = 〈y, z〉 for all z ∈ M1 since z = Pz in this case. Thus, for all
z ∈M1 we have ϕ(z) = 〈y, z〉 = 〈Py, z〉.

Lemma 2.0.31. Let Mand N be two Hilbert modules over a C∗-algebra A. Suppose that M is
self-dual and M ∼= N. Then N is self-dual as well.

Proof. Let U : M → N be an isomorphism. If ϕ ∈ N ′, then ϕ ◦ U ∈M ′. Hence there exists an
x0 ∈ M such that ϕ(U(x)) = 〈x0, x〉 for all x ∈ M. This gives ϕ(y) = ϕ(UU−1y) = 〈x0, U

−1y〉
for all y ∈ N. Since M is self-dual by assumption, U is adjointable by Proposition 2.0.28.
Moreover, by Remark 2.0.21 we have that U−1 is then adjointable and (U−1)∗ = (U∗)−1. Hence
we get ϕ(y) = 〈x0, U

−1y〉 = 〈(U∗)−1x0, y〉 for all y ∈ N. Since ϕ ∈ N ′ was chosen arbitrary, it
follows that N is self-dual.

Proposition 2.0.32. [38, Proposition 2.5.4] Let M be a self-dual Hilbert A-module and let
M⊂ N . Then N =M⊕M⊥.

Lemma 2.0.33. Let M be a Hilbert C∗-module and suppose that M = M1⊕̃M2 where M1 and
M2 are self-dual. Then M is self-dual as well.

Proof. By Proposition 2.0.32 we have M = M1 ⊕M⊥
1 . Clearly, M⊥

1
∼= M2, hence, by Lemma

2.0.31, M⊥
1 is also self-dual. Let P denote the orthogonal projection onto M1. If ϕ ∈M ′, then

ϕ = ϕ ◦P +ϕ ◦ (I −P ). Since ϕ|M1
∈M ′

1, there exists an x1 ∈M1 such that ϕ(x) = 〈x1, x〉 for
all x ∈ M1. Hence ϕ(P (y)) = 〈x1, Py〉 for all y ∈ M. Similarly, there exists an x⊥1 ∈ M⊥

1 such
that ϕ((I − P )(y)) = 〈x⊥1 , (I − P )y〉 for all y ∈M. Therefore, for all y ∈M we get

ϕ(y) = ϕ(P (y)) + ϕ((I − P )y)

= 〈x1, Py〉+ 〈x⊥1 , (I − P )y〉 = 〈x1, y〉+ 〈x⊥1 , y〉 = 〈x1 + x⊥1 , y〉.

The next theorem is originally given in [40].

Theorem 2.0.34. [38, Theorem 2.7.5] Let HA ∼=M⊕̃N whereM and N are closed A-modules
and N has a finite number of generators a1, · · · , as. Then N is a projective A-module of finite
type.

This theorem has several consequences and is also going to be one of the main tools in our
proofs.
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Corollary 2.0.35. Let P ∈ Ba(HA) and suppose that P is projection onto a finitely generated
closed submodule. Then P ∈ K∗(HA).

Proof. LetM = ImP, thenM is finitely generated. By Lemma 2.0.25 we have HA = M⊕M⊥.
Then, by Theorem 2.0.34 there exists an n ∈ N such that pn|M is an isomorphism onto pn(M),
where pn stands for the orthogonal projection onto Ln.
Now, since M is orthogonaly complementable in HA, we have pn|M ∈ Ba(M, pn(M)). Hence
(pn|M )−1 ∈ Ba(pn(M),M) by Remark 2.0.21. Moreover, since M is orthogonally comple-
mentable, we have JM ∈ Ba(M,HA) where JM stands for the inclusion of M. Next, since M
is finitely generated, by Remark 2.0.68 pn(M) is finitely generated, hence it is orthogonally
complementable by Lemma 2.0.25. Let Q denote the orthogonal projection onto pn(M). Then
we obtain

P = JM(pn|M )−1Qpn|MP = JM(pn|M )−1QpnP.

By Proposition 2.0.17 it follows that pn ∈ K∗(HA), hence P ∈ K∗(HA) since K∗(HA) is a
two-sided ideal in Ba(HA).

Next, we recall the definition of the K-group of a C∗-algebra A.

Definition 2.0.36. [30] [38, Definition 2.7.1] Let M be an abelian monoid. Consider the
Cartesian product M ×M and its quotient monoid with respect to the equivalence relation

(m,n) ∼ (m′, n′)⇔ ∃p, q : (m,n) + (p, p) = (m′, n′) + (q, q).

This quotient monoid is a group, which is denoted by S(M) and is called the symmetrization
of M. Consider now the additive category P(A) of projective modules over a unital C∗-algebra
A and denoted by [M] the isomorphism class of an objectM from P(A). The set φ(P(A)) of
these classes has the structure of an Abelian monoid with respect to the operation [M]+ [N ] =
[M⊕N ]. In this case the group S(φ(P(A))) is denoted by K(A) or K0(A) and is called the
K-group of A or the Grothendieck group of the category P(A).

As regards the K-group K0(A), it is worth mentioning that it is not true in general that
[M ] = [N ] implies that M ∼= N for two finitely generated Hilbert modules M,N over A. If
K0(A) satisfies the property that [N ] = [M ] implies that N ∼= M for any two finitely generated,
Hilbert modules M,N over A, then K0(A) is said to satisfy "the cancellation property", see
[53, Section 6.2].

Finally we are ready to recall the definition of a Fredholm operator on a Hilbert C∗-module
originally given by Mishchenko and Fomenko in [40].

Definition 2.0.37. [38, Definition 2.7.4] A (bounded A-linear) operator F : HA → HA is
called (adjointable) A-Fredholm if
(i) it is adjointable;
(ii) there exists a decomposition of the domain, HA =M1⊕̃N1, and the range HA =M2⊕̃N2

(whereM1,M2,N1,N2 are closed A-modules and N1,N2 have a finite number of generators),

such that F has the matrix form F =

[
F1 0
0 F2

]
with respect to these decompositions and

F1 = F|M1
:M1 →M2 is an isomorphism.

Theorem 2.0.38. [52] , [38, Theorem 2.7.6] In the decomposition mentioned in the Definition
2.0.37 one always can assume that the modulesM1 andM2 are orthogonally complementable.
More precisely, there exist decompositions for F,[

F1 0
0 F4

]
: HA = V0⊕̃W0 → V1⊕̃W1 = HA

such that V ⊥0 ⊕V0 = HA or such that projections V0⊕̃W0 → V0 and V1⊕̃W1 → V1 are adjointable.
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Proof. Although the proof of this theorem is already given in [38], we will provide here a
slightly different proof. Let HA = M0⊕̃N0

F−→ M1⊕̃N1 = HA be a Fredholm decomposition
for F. Observe first that, since N0 is orthogonally complementable by Lemma 2.0.25, then

HA = M0⊕̃N0 = N0 ⊕N⊥0 ,

so uM0|
N⊥0

is an isomorphism from N⊥0 ontoM0, where uM0|
N⊥0

stands for the projection ontoM0

along N0 restricted to N⊥0 . Observe next that, since F (M0) = M1 and F (N0) ⊆ N1, we have
uM1F|N⊥0

= FuM0|
N⊥0

, where uM1 stands for the projection onto M1 along N1. Since F|M0
is

an isomorphism, it follows that uM1F|N⊥0
= FuM0|

N⊥0

is an isomorphism as a composition of

isomorphisms. Hence, with respect to the decomposition

HA = N⊥0 ⊕N0
F−→M1⊕̃N1 = HA,

F has the matrix [
F̃0 0

F̃3 F4

]
,

where F̃0 = uM1F|N⊥0
is an isomorphism. Using the technique of diagonalization as in the proof

of [38, Lemma 2.7.10], we deduce that there exists an isomorphism V such that

HA = N⊥0 ⊕N0
F−→ V (M1)⊕̃V (N1) = HA

is a Fredholm decomposition of F. Moreover, by the construction of V we have V (N1) = N1.
Hence

HA = F (N⊥0 )⊕̃N1.

Definition 2.0.39. [38, Definition 2.7.8] Let the conditions of Definition 2.0.37 hold. We define
the index of F by

index F = [N1]− [N2] ∈ K0(A).

Theorem 2.0.40. [38, Theorem 2.7.9] The index is well defined.

Proof. Although the proof of this theorem is already given in [38], we will provide here a slightly
different proof. As in the proof of [38, Theorem 2.7.5] we can find an n ∈ N such that

Ln = P ⊕̃pn(N1) = P ′⊕̃pn(N ′1), pn(N1) ∼= N1,

pn(N ′1) ∼= N ′1, P = M1 ∩ Ln, P ′ = M ′
1 ∩ Ln,

where
HA = M1⊕̃N1

F−→M2⊕̃N2 = HA,

HA = M ′
1⊕̃N ′1

F−→M ′
2⊕̃N ′2 = HA,

are two Fredholm decompositions of F and P, P ′ are finitely generated. We obtain new Fred-
holm decompositions for F,

HA = L⊥n ⊕̃(P ⊕̃N1)
F−→ F (L⊥n )⊕̃(F (P )⊕̃V −1(N2)) = HA,

13
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HA = L⊥n ⊕̃(P ′⊕̃N ′1)
F−→ F (L⊥n )⊕̃(F (P ′)⊕̃V ′−1

(N ′2)) = HA,

where V, V ′ are isomorphisms. Moreover,

L⊥n
∼= F (L⊥n ), P ∼= F (P ), F (P ′) ∼= P ′.

This works as in the proof of [38, Lemma 2.7.11]. Since

HA = F (L⊥n )⊕̃F (P )⊕̃V −1(N2) = F (L⊥n )⊕̃F (P ′)⊕̃V ′−1(N ′2),

we deduce that
(F (P )⊕̃V −1(N2)) ∼= (F (P ′)⊕̃V ′−1

(N ′2)),

hence
[F (P )] + [N2] = [F (P ′)] + [N ′2].

Moreover,
[P ] + [N1] = [P ′] + [N ′1] = [Ln]

and
[F (P )] = [P ], [F (P ′)] = [P ′].

Therefore, [N1]− [N2] = [N ′1]− [N ′2].

In order to generalize the sign of the index when the index takes values in the K-group, we
are going to introduce the following definition and notation.

Definition 2.0.41. [21, Definition 2] For two closed submodules N1, N2 of a Hilbert C∗-module
M we write N1 � N2 when N1 is isomorphic to a closed submodule of N2.

The idea for this concept is originally taken from [7] where this concept was introduced in
connection with Banach spaces. More precisely, our Definition 2.0.41 is inspired by [7, Definition
4.2].

Next we recall some important properties of A-Fredholm operators.

Lemma 2.0.42. [38, Lemma 2.7.10] Let an operator F : HA → HA be adjointable A-Fredholm.
Then there exists a number ε > 0 such that any adjointable operator D satisfying the condition
‖ F −D ‖< ε is an A-Fredholm operator and

index D = index F.

Lemma 2.0.43. [38, Lemma 2.7.11] Let F and D be A-Fredholm operators,

F : HA → HA, D : HA → HA.

Then DF : HA → HA is an A-Fredholm operator and

index DF = index D + index F.

Lemma 2.0.44. [38, Lemma 2.7.12] Let K : HA → HA belong to K ∈ K∗(HA). Then I + K
is an A-Fredholm operator and index (I +K) = 0.

Lemma 2.0.45. [38, Lemma 2.7.13] Consider an A-Fredholm operator F : HA → HA and let
K ∈ K∗(HA). Then the operator F +K is A-Fredholm and index (F +K) = index F.

These results regarding A-Fredholm operators are originally given in [40].

Now we are going to recall some special properties of Hilbert W ∗-modules.

14
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Theorem 2.0.46. [43], [38, Theorem 3.2.1] Let M be a Hilbert A-module where A is a
W ∗-algebra. An A-valued inner product 〈·, ·〉 admits an extension to the Banach module M′,
making it a self-dual Hilbert A-module. In particular, the extended inner product satisfies the
equality 〈f, x̂〉 = f(x) for all x ∈M, f ∈M′.

The next results are originally given in [10].

Lemma 2.0.47. [38, Lemma 3.6.1] LetM be a self-dual Hilbert C∗-module over a W ∗-algebra
A. For each closed submodule N ⊆M the biorthogonal set N⊥⊥ ⊆M is a Hilbert A-submodule
and is a direct summand ofM, as well as its orthogonal complement N⊥.

Lemma 2.0.48. [38, Lemma 3.6.2] Let φ be a bounded A-module morphism of a self-dual
moduleM over a W ∗-algebra A. Then the kernel ker(φ) of the map φ is a direct summand in
M and satisfies the equality kerφ = ker(φ)⊥⊥.

Example 2.0.49. [38, Example 3.6.3] Note that the kernel of a bounded A-linear operator on a
Hilbert A-module over an arbitrary C∗-algebra A need not be a direct summand. For example,
consider the C∗-algebra A = C([0, 1]) of all continuous functions on the segment [0, 1] as a
Hilbert A-module over itself equipped with the standard inner product 〈a, b〉A = a∗b. Define
the mapping ϕg by the formula ϕg(f) = g · f for the fixed function

g(x) =


−2x+ 1 if x ≤ 1

2

0 if x ≥ 1

2

and for every f ∈ A. Then kerφg equals the Hilbert A-submodule and the (left) ideal

{f ∈ A : f(x) = 0 for x ∈ [0,
1

2
]}

is not a direct summand of A, but coincides, nevertheless, with its bi-orthogonal complement
in A.

Corollary 2.0.50. [38, Corollary 3.6.4] Let φ : M → N be a bounded A-linear mapping of
self-dual modules over a W ∗−algebra A. Then the kernel of φ is a direct summand of M and
has the property kerφ = ker(φ)⊥⊥.

Remark 2.0.51. The assumption in Corollary 2.0.50 that N is self-dual may be omitted. Indeed,
we recall that there is an isometric inclusion from N into N ′. Let J denote this isometry and
consider the map J ◦ ϕ : M → N ′. By Theorem 2.0.46 N ′ is a self-dual Hilbert W ∗-module,
hence, by Corollary 2.0.50, ker J ◦ ϕ is a direct summmand in M. However, ker J ◦ ϕ = kerϕ
since J is an isometry. Therefore, throughout the thesis whenever we apply Corollary 2.0.50
we will not assume that N is self-dual.

The next lemma is a modified version of [38, Corollary 3.6.7].

Lemma 2.0.52. LetM and N be self-dual Hilbert A-modules (where A is a W ∗-algebra ). If
there exists an injective module mapping α fromM into N , then there exists a Hilbert A-module
isomorphism betweenM and a direct summand of N .

Proposition 2.0.53. [10], [38, Proposition 3.6.8], LetM and N be countably generated Hilbert
A-modules over a W ∗−algebra A and let F :M→N be an A-Fredholm operator. Then kerF
and (ImF )⊥ are projective finitely generated A-submodules and index F = [kerF ]− [(ImF )⊥]
in K0(A).

15



Chapter 2. Preliminaries

This proposition shows that Fredholm operators over a W ∗-algebra behave more similarly
to the classical Fredholm operators on Hilbert spaces than in the general C∗-algebra case.

Now we are going to recall the results on non-adjointable compact and Fredholm operators
on Hilbert C∗-modules. We start with the following definition.

Definition 2.0.54. [17, Definition 1] AnA-operatorK : HA → HA is called a finitely generated
A-operator if it can be represented as a composition of bounded A-operators f1 and f2:

K : HA
f1−→M

f2−→ HA,

where M is a finitely generated Hilbert C∗-module. The set FG(A) ⊂ B(HA) of all finitely
generatedA-operators forms a two sided ideal. By definition, anA-operatorK is called compact
if it belongs to the closure

K(HA) = FG(A) ⊂ B(HA),

which also forms two sided ideal.

As observed in [17], in general, the set FG(A) ⊂ B(HA) is not a closed subset. For example,
in classical case, when A = C the set FG(A) consists of all finite rank operators, while not all
compact operators are finite rank operators if the space is infinite-dimensional.

Lemma 2.0.55. [17, Lemma 1] The ideal K(HA) is a proper ideal.

Theorem 2.0.56. [17, Theorem 2] A bounded A-operator K : HA → HA is a compact A-
operator iff for any ε > 0 there exists a number N such that for any m > N we have ‖ qmK ‖≤ ε,
where qm denotes the orthogonal projection onto L⊥m.

Corollary 2.0.57. [17, Corollary 1]Let K : HA → HA be a compact A-operator. Then for any
ε > 0 there exists a number N such that for any m > N we have ‖ qmKqm ‖≤ ε.

Definition 2.0.58. [17, Definition 2] A bounded A-operator HA −→ HA is called a Fredholm
A-operator if there exists a bounded A-operator G such that

id− FG ∈ K(HA), id−GF ∈ K(HA).

Definition 2.0.59. [17, Definition 3] We say that a bounded A-operator F : HA −→ HA
admits an inner (Noether) decomposition if there is a decomposition of the preimage and the
image HA = M1 ⊕N1, HA = M2 ⊕N2, respectively, where C∗-modules N1 and N2 are finitely
generated Hilbert C∗-modules and if F has the following matrix form

F =

[
F1 F2

0 F4

]
: M1 ⊕N1 −→M2 ⊕N2,

where F1 : M1 −→M2 is an isomorphism.

Definition 2.0.60. [17, Definition 4] We put by definition index F = [N2]− [N1] ∈ K0(A).

Definition 2.0.61. [17, Definition 5] We say that a bounded A-operator F : HA −→ HA
admits an external (Noether) decomposition if there exist two finitely generated C∗-modules
X1 and X2 and two bounded A-operators E2, E3 such that the matrix operator

F0 =

[
F E2

E3 0

]
: HA ⊕X1 −→ HA ⊕X2, is an invertible operator.

Theorem 2.0.62. [17, Theorem 3] A bounded A-operator F : HA → HA admits an external
(Noether) decomposition iff it admits an inner (Noether) decomposition.
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Corollary 2.0.63. [17, Corollary 2] The index constructed by inner or external decomposition
does not depend on the method of decomposition.

Theorem 2.0.64. [17, Theorem 4] Let K : HA → HA be a compact operator in the sense of
definition 2.0.54. Then the operator id+K admits an inner (Noether) decomposition.

Theorem 2.0.65. [17, Theorem 5] Any Fredholm operator in the sense of Definition 2.0.58
admits both the inner and external (Noether) decomposition.

At the end of this chapter we introduce the following auxiliary technical lemma which will
be useful later in the proofs.

Lemma 2.0.66. Let M be a Hilbert C∗-module and M1,M2 be closed submodules of M such
that M1 ⊆M2 and M = M1⊕̃M ′

1 for some Hilbert submodule M ′
1. Then M2 = M1⊕̃(M ′

1 ∩M2).

Proof. SinceM = M1⊕̃M ′
1 by assumption andM2 ⊆M, any z ∈M2 can be written as z = x+y

for some x ∈ M1 and y ∈ M ′
1. Now, since M1 ⊆ M2 by assumption, we have y = z − x ∈ M2.

Thus, y ∈M ′
1 ∩M2.

Remark 2.0.67. Lemma 2.0.66 is a slightly modifed version of [19, Lemma 2.6].

Remark 2.0.68. Note that a direct summand in a finitely generated Hilbert module is also
finitely generated. Indeed, if M is a finitely generated Hilbert C∗-module and M = M1⊕̃N1,
let u denote the projection onto M1 along N1. If {x1, . . . , xn} is a generating set of M, then,
clearly, {ux1, . . . ,uxn} is a generating set of M1 as ux = x for all x ∈ M1, so M1 is finitely
generated. In general, it F is any A-linear operator on M, it follows that {Fx1, . . . , Fxn}
is a generating set for F (M). We are going to use these properties frequently in the proofs
throughout the thesis.

Remark 2.0.69. [21, Remark 8 ] If M is a countably generated Hilbert C∗-module, then by the
Kasparov stabilization Theorem 2.0.13, M ⊕ HA ∼= HA. Given an operator F ∈ Ba(M), we

may consider the induced operator F ′ ∈ Ba(M ⊕HA) given by the operator matrix
[
F 0
0 I

]
.

It is then clear that ifM = M1⊕̃N1
F−→M2⊕̃N2 = M is a decomposition with respect to which

F has the matrix
[
F1 0
0 F4

]
, where F1 is an isomorphism, then F ′ has the matrix

[
F ′1 0
0 F ′4

]
with respect to the decomposition

M⊕HA = (M1 ⊕HA)⊕̃(N1 ⊕ {0})
F ′−→ (M2 ⊕HA)⊕̃(N2 ⊕ {0}) = M ⊕HA,

where F ′1 is an isomorphism. It follows then that any A-Fredholm decomposition for F gives
rise in a natural way to an A-Fredholm decomposition of F ′. Moreover, F ′ can be viewed as
an operator in Ba(HA), as M ⊕HA ∼= HA. It follows easily that index F is well defined, since
index F ′ is so, and in this case index F = index F ′. Thus, Theorem 2.0.40 holds for F. Similarly,
Lemma 2.0.43 also holds for F .
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Semi-C∗-Fredholm operators

3.1 Adjointable semi-C∗-Fredholm operators
In this section we define adjointable semi-A-Fredholm operators on the standard module HA
and prove some of the main properties and results concerning these operators. Most of the
results in this section are generalizations of the results in [56, Section 1.2] and [56, Section 1.3]
in the setting of operators on HA.

Definition 3.1.1. [18, Definition 2.1] Let F ∈ Ba(HA). We say that F is an upper semi-A-
Fredholm operator if there exists a decomposition

HA = M1⊕̃N1
F−→M2⊕̃N2 = HA

with respect to which F has the matrix

[
F1 0
0 F4

]
,

where F1 is an isomorphism, M1,M2, N1, N2 are closed submodules of HA and N1 is finitely
generated. Similarly, we say that F is a lower semi-A-Fredholm operator if all the above
conditions hold except that in this case we assume that N2 ( and not N1 ) is finitely generated.

Set

MΦ+(HA) = {F ∈ Ba(HA) | F is upper semi-A-Fredholm },

MΦ−(HA) = {F ∈ Ba(HA) | F is lower semi-A-Fredholm },

MΦ(HA) = {F ∈ Ba(HA) | F is A-Fredholm operator on HA}.

Then, obviously, MΦ(HA) ⊆ MΦ+(HA) ∩MΦ−(HA) . We are going to show later in this
section that actually "=" holds.

Next we set MΦ±(HA) = MΦ+(HA) ∪ MΦ−(HA). Notice that if M,N are two arbi-
trary Hilbert modules C∗-modules, the definition above could be generalized to the classes
MΦ+(M,N) andMΦ−(M,N).

Theorem 3.1.2. [18, Theorem 2.2] Let F ∈ Ba(HA). The following statements are equivalent.
1) F ∈MΦ+(HA).
2) There exists D ∈ Ba(HA) such that DF = I +K for some K ∈ K∗(HA).

18
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Proof. 2)⇒ 1) If 2) holds, then DF ∈MΦ(HA) by Lemma 2.0.44. Let

HA = M1⊕̃N1
DF−→M2⊕̃N2 = HA

be a decomposition with respect to which DF has the matrix[
(DF )1 0

0 (DF )4

]
,

where (DF )1 is an isomorphism and N1, N2 are finitely generated. We wish to show that F (M1)
is closed and we will do it by showing that F|M1

is bounded below. Suppose that this is not the
case. Then there exists a sequence {xn} ⊆ M1 such that ||xn|| = 1 for all n and Fxn → 0 as
n→∞. Since D is bounded, we must have that DFxn → 0 as n→ +∞. However, this would
mean that DF is not bounded below on M1 as ||xn|| = 1 for all n. This is a contradiction since
DF|M1

is an isomorphism. Hence we must have that F is bounded below on M1, which means
that F (M1) is closed.
Now, by Theorem 2.0.38, we may assume thatM1 is orthogonally complementable inHA. Hence
F|M1

is adjointable, so, by Theorem 2.0.20, ImF|M1
is orthogonally complementable in HA.

Hence HA = F (M1)⊕ F (M1)⊥. With respect to the decomposition

HA = M1⊕̃N1
F−→ F (M1)⊕ F (M1)⊥ = HA,

F has the matrix
[
F1 F2

0 F4

]
, where F1 is an isomorphism. If we let

U =

[
1 −F1

−1F2

0 1

]
with respect to the decomposition

HA = M1⊕̃N1
U−→M1⊕̃N1 = HA,

then U is an isomorphism and with respect to the decomposition

HA = U(M1)⊕̃U(N1)
F−→ F (M1)⊕ F (M1)⊥ = HA

F has the matrix
[
F1 0

0 F̃4

]
. Since N1 is finitely generated, U(N1) is finitely generated also,

hence F ∈MΦ+(HA).
1)⇒ 2)
Let

HA = M1⊕̃N1
F−→M2⊕̃N2 = HA

be a decomposition with respect to which F has the matrix
[
F1 0
0 F4

]
, where F1 is an iso-

morphism and N1 is finitely generated. Since N1 is finitely generated, it is orthogonally com-
plementable in HA by Lemma 2.0.25. Then, by the proof of Theorem 2.0.38 , we can deduce
that F|

N⊥1
is an isomorphism onto F (N1

⊥). Now, F (N1
⊥) = ImFPN1

⊥ , where PN1
⊥ denotes the

orthogonal projection onto N1
⊥. Since FPN1

⊥ ∈ Ba(HA) and F (N1
⊥) is closed as F|

N1
⊥ is an

isomorphism, by Theorem 2.0.20 it follows that F (N1
⊥) is orthogonally complementable. With

respect to the decomposition

HA = N1
⊥ ⊕N1

F−→ F (N1
⊥)⊕ F (N1

⊥)⊥ = HA
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F has the matrix
[
F̃1 F̃2

0 F̃4

]
, where F̃1 is an isomorphism. Clearly, F̃1, F̃2 and F̃4 are then

adjointable.

Let D be the operator which has the matrix
[
F̃−1

1 0
0 0

]
with respect to the decomposition

HA = F (N1
⊥)⊕ F (N1

⊥)⊥
D−→N1

⊥ ⊕N1 = HA.

Then D ∈ Ba(HA) and DF =

[
1 F̃−1

1 F̃2

0 0

]
with respect to the decomposition

HA = N1
⊥ ⊕N1

DF−→ N1
⊥ ⊕N1 = HA.

Let K =

[
0 F̃−1

1 F̃2

0 −1

]
with respect to the same decomposition. Since N1 is finitely generated,

by Corollary 2.0.35 we have PN1 ∈ K∗(HA), where PN1 denotes the orthogonal projection
onto N1. Now, since KPN1 = K and K ∈ K∗(HA) is a two-sided ideal in Ba(HA), we have
K ∈ K∗(HA). Moreover, DF = I +K.

Lemma 3.1.3. Let M be a Hilbert C∗-module and F ∈ B(M). Suppose that

M = M1⊕̃N1
F−→M2⊕̃N2 = M

is a decomposition with respect to which F has the matrix
[
F1 0
0 F4

]
, where F1 is an isomor-

phism. Then N1 = F−1(N2).

Proof. Obviously, N1 ⊆ F−1(N2). Assume now that x ∈ F−1(N2). Then x = m1 + n1 for some
m1 ∈M1 and n1 ∈ N1.We get Fx = Fm1+Fn1 ∈ N2. Since Fm1 ∈M2 and Fn1 ∈ N2, we must
have Fm1 = 0. As F|M1

is an isomorphism, we deduce that m1 = 0. Hence x = n1 ∈ N1.

Notice that Lemma 3.1.3 also holds if we consider arbitrary Banach spaces and not just
Hilbert C∗-modules.

Theorem 3.1.4. [18, Theorem 2.3] Let D ∈ Ba(HA). Then the following statements are equiv-
alent.
1) D ∈MΦ−(HA).
2) There exist F ∈ Ba(HA), K ∈ K∗(HA) such that DF = I +K.

Proof. 2)⇒ 1)
Let

HA = M1⊕̃N1
I+K−→M2⊕̃N2 = HA.

be anMΦ-decomposition for I +K. As in the proof of Theorem 3.1.2, we deduce that F (M1)
is closed and orthogonally complementable in HA.
With respect to the decomposition

HA = F (M1)⊕F (M1)⊥
D−→M2⊕̃N2 = HA,

D has the matrix
[
D1 D2

0 D4

]
, where D1 is an isomorphism. As in the proof of Theorem

3.1.2, part 2) ⇒ 1), we deduce then that D has the matrix
[
D1 0

0 D̃4

]
with respect to the

decomposition
HA = Ũ(F (M1))⊕̃Ũ(F (M1)⊥)

D−→M2⊕̃N2 = HA,
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where Ũ is an isomorphism. Since N2 is finitely generated, it follows that
D ∈MΦ−(HA).
1)⇒ 2)
Let

HA = M ′
1⊕̃N ′1

D′−→M ′
2⊕̃N ′2 = HA

be an MΦ−-decomposition for D ( so that N ′2 is finitely generated ). Since N ′2 is finitely
generated, it is orthogonally complementable by Lemma 2.0.25. Now, since

HA = M ′
2⊕̃N ′2 = N ′2

⊥⊕̃N ′2,

we have that PN ′2⊥|
M′2

is an isomorphism fromM ′
2 onto N ′2

⊥, where PN ′2⊥ denotes the orthogonal

projection onto N ′2
⊥. Since D has the matrix

[
D1 0
0 D4

]
with respect to the decomposition

HA = M ′
1⊕̃N ′1

D−→M ′
2⊕̃N ′2 = HA,

where D1 is an isomorphism, by Lemma 3.1.3 it follows that D−1(N ′2) = N ′1. Therefore,

kerPN ′2
⊥D = D−1(N ′2) = N ′1

and moreover, ImPN ′2⊥D = PN ′2
⊥(M ′

2) = N ′2
⊥ which is closed. By Theorem 2.0.20, kerPN ′2

⊥D =

N ′1 is orthogonally complementable, so HA = N ′1
⊥⊕N ′1. Hence uM ′1|

N′1
⊥
is an isomorphism from

N ′1
⊥ onto M ′

1, where uM ′1 denotes the projection onto M ′
1 along N ′1. Therefore, PN ′2⊥DuM ′1|

N′1
⊥

is an isomorphism from N ′1
⊥ onto N ′2

⊥ as a composition of isomorphisms. However, since
kerPN ′2

⊥D = N ′1 and HA = M ′
1⊕̃N ′1, it follows that

PN ′2
⊥D = PN ′2

⊥D uM ′1 .

Hence
PN ′2

⊥D|
N′1
⊥ = PN ′2

⊥D uM ′1|
N′1
⊥
.

Therefore, PN ′2⊥D|N′1⊥
is an isomorphism from N ′1

⊥ onto N ′2
⊥, so with respect to the decompo-

sition
HA = N ′1

⊥ ⊕N ′1
D−→ N ′2

⊥ ⊕N ′2 = HA,

D has the matrix
[
D̃1 0

D̃3 D̃4

]
, where D̃1 is an isomorphism.

Let F =

[
(D̃1)−1 0

0 0

]
with respect to the decomposition

HA = N ′2
⊥ ⊕N ′2

F−→ N ′1
⊥ ⊕N ′1 = HA.

Then F ∈ Ba(HA) and DF =

[
1 0

D̃3D̃
−1
1 0

]
with respect to the decomposition

HA = N ′2
⊥ ⊕N ′2

DF−→ N ′2
⊥ ⊕N ′2 = HA.

Since N ′2 is finitely generated, it follows that if we let the operator K be given by the operator

matrix
[

0 0

D̃3(D̃1)−1 −1

]
with respect to the decomposition above, then K ∈ K∗(HA). This

is because PN ′2K = K, where PN ′2 is the orthogonal projection onto N ′2 and PN ′2 ∈ K
∗(HA) by

Corollary 2.0.35. Moreover, DF = I +K.
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Lemma 3.1.5. [22, Lemma 2.2] Let M,N,W be Hilbert C∗-modules over a unital C∗-algebra
A. If F ∈ Ba(M,N), D ∈ Ba(N,W ) and DF ∈ MΦ(M,W ), then there exists a chain of
decompositions

M = M⊥
2 ⊕M2

F−→ F (M⊥
2 )⊕R D−→ W1⊕̃W2 = W

with respect to which F,D have the matrices
[
F1 F2

0 F4

]
,

[
D1 D2

0 D4

]
, respectively, where

F1, D1 are isomorphisms, F (M⊥
2 )⊕R = N and in addition

M = M⊥
2 ⊕M2

DF−→ W1⊕̃W2 = W

is anMΦ-decomposition for DF .

Proof. By the proof of Theorem 2.0.38 applied to the operator

DF ∈MΦ(M,W ),

there exists anMΦ-decomposition

M = M⊥
2 ⊕M2

DF−→ W1⊕̃W2 = W

for DF. This is because the proof of Theorem 2.0.38 also holds when we consider arbitrary
Hilbert C∗-modules M and W over a unital C∗-algebra A and not only the standard module
HA. Then we can proceed as in the proof of Theorem 3.1.2, part 2) implies 1).

Lemma 3.1.6. [22, Lemma 2.3] Let M be a Hilbert C∗-module over a unital C∗-algebra A. If
D ∈MΦ−(M), then there exists anMΦ−-decomposition for D

M = N ′1
⊥ ⊕N ′1

D−→M2⊕̃N ′2 = M.

Similarly, if F ∈MΦ+(M), then there exists anMΦ+-decomposition for F

M = M1⊕̃N1
F−→ N⊥2 ⊕N2 = M.

Proof. From the proof of Theorem 3.1.2 part 1) implies 2) it follows that if F ∈ MΦ+(M),
then there exists a decomposition

M = N⊥1 ⊕N1
F−→ F (N⊥1 )⊕ F (N⊥1 )⊥ = M

with respect to which F has the matrix
[
F1 F2

0 F4

]
, where F1 is an isomorphism and N1 is

finitely generated. Hence

M = N⊥1 ⊕̃U(N1)
F−→ F (N⊥1 )⊕ F (N⊥1 )⊥ = M

is anMΦ+-decomposition for F, where U is an isomorphism of M.
Similarly, if D ∈ MΦ−(M), then, from the proof of Theorem 3.1.4 part 1) implies 2), we

get that there exists a decomposition

M = N ′1
⊥ ⊕N ′1

D−→ N ′2
⊥ ⊕N ′2 = M

with respect to which D has the matrix
[
D1 0
D3 D4

]
, where D1 is an isomorphism and N ′2 is

finitely generated. It follows that

M = N ′1
⊥ ⊕N ′1

D−→ V (N ′2)⊕̃N ′2 = M

is anMΦ-decomposition for D where V is an isomorphism of M.
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Lemma 3.1.7. Let F ∈ Ba(M), where M is a Hilbert C∗-module over a unital C∗-algebra A.
Suppose that F ∈MΦ+(M) and letM = M1⊕̃N1

F−→M2⊕̃N2 = M be anMΦ+-decomposition
for F. Then M = N⊥1 ⊕N1

F−→ F (N⊥1 )⊕̃N2 = M is also anMΦ+-decomposition for F.

Proof. This can be shown by exactly the same arguments as in the proof of Theorem 2.0.38.

The key lemma for proving the next results is the following lemma.

Lemma 3.1.8. Let M be a Hilbert C∗-module and F ∈ B(M). Suppose that there are decom-
positions

M = M1⊕̃N1
F−→M2⊕̃N2 = M,

M = M ′
1⊕̃N ′1

F−→M ′
2⊕̃N ′2 = M,

with respect to which F has matrices
[
F1 0
0 F4

]
and

[
F ′1 0
0 F ′4

]
, respectively, where F1, F

′
1 are

isomorphisms and N1, N
′
2 are finitely generated. Then N2 and N ′1 are finitely generated as well.

Proof. We show first that N2 is finitely generated. Let u denote the projection onto N2 along
M2 and consider the direct sum of modules N1⊕N ′2 in the sense of Example 2.0.7. We claim
that the map ι : N1⊕N ′2 → N2 given by ι(x, y′) = Fx + uy′ is an epimorphism. To see
this, let y ∈ N2. Then y = y′1 + y′2 for some y′1 ∈ M ′

2 and y′2 ∈ N ′2. Since F|M′1 is an iso-
morphism onto M ′

2, there exists an m′1 ∈ M ′
1 such that Fm′1 = y′1. We can write m′1 as

m′1 = m1 +n1 for some m1 ∈M1 and n1 ∈ N1. Then we obtain y = Fm1 +Fn1 + y′2. Hence we
get y = uy = uFm1 + uFn1 + uy′2 = Fn1 + uy′2. Since y ∈ N2 was chosen arbitrary, it follows
that ι is an epimorphism. However, N1⊕N ′2 is finitely generated since both N1 and N ′2 are so
by assumption, hence, by Remark 2.0.68, we must have that N2 is finitely generated as well.

Next we show that N ′1 is finitely generated. Let uM2 ,uM ′2 ,uN ′1 and uN ′2 denote the pro-
jections onto M2 along N2, onto M ′

2 along N ′2, onto N ′1 along M ′
1 and onto N ′2 along M ′

2,
respectively. We claim that the map ι′ : N ′2⊕N1 −→ N ′1 given by

ι′(n′2, n1) = uN ′1F
−1
1 uM2 (n′2 − uM ′2Fn1) + uN ′1n1

is an epimorphism. In order to show this, let y = N ′1. Then y = m1 + n1 for some m1 ∈ M1

and n1 ∈ N1. Set m2 = Fm1, then m1 = F−1
1 m2. We get Fy = m2 +Fn1. Now, since uN ′1y = y

and FuN ′1 = uN ′2F, we get

Fy = F uN ′1 y = uN ′2Fy = uN ′2m2 + uN ′2Fn1.

Hence m2 + Fn1 = uN ′2(m2 + Fn1) which gives uM ′2(m2 + Fn1) = 0, so uM ′2m2 = − uM ′2 Fn1.
Therefore, we get

m2 = uN ′2m2 + uM ′2m2 = uN ′2m2 − uM ′2Fn1.

So we derive that

y = m1 + n1 = F−1
1 m2 + n1 = F−1

1 (uN ′2m2 − uM ′2Fn1) + n1

= F−1
1 uM2 (uN ′2m2 − uM ′2Fn1) + n1 = F−1

1 uM2 (n′2 − uM ′2Fn1) + n1,

where we put n′2 = uN ′2m2. Recalling that uN ′1y = y, we obtain that y can be written as

y = uN ′1F
−1
1 uM2 (n′2 − uM ′2Fn1) + uN ′1n1,

where n′2 ∈ N ′2 and n1 ∈ N1. Since y ∈ N ′1 was chosen arbitrary, it follows that ι′ is an
epimorphism from N ′2 ⊕N1 onto N ′1, hence, by Remark 2.0.68, N ′1 is finitely generated.
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Remark 3.1.9. From the proof of Lemma 3.1.8 it follows that there exist epimorphisms from
N1 ⊕ N ′2 onto N2 and onto N ′1 also in the case when N1 and N ′2 are not finitely generated.
Moreover, this holds in the case of arbitrary Banach spaces and not just Hilbert C∗-modules.

Corollary 3.1.10. For any Hilbert C∗-module M , we have

MΦ(M) =MΦ+(M) ∩MΦ−(M).

Proof. It suffices to show ” ⊇ ”. However, if F ∈MΦ+(M) ∩MΦ−(M) and

M = M1⊕̃N1
F−→M2⊕̃N2 = M,

M = M ′
1⊕̃N ′1

F−→M ′
2⊕̃N ′2 = M

are anMΦ+-decomposition and anMΦ−-decomposition for F, respectively, then from Lemma
3.1.8 it follows that both these decompositions areMΦ-decompositions for F.

Recall from preliminaries that Ba(HA) is a C∗-algebra and K∗(HA) is a closed two sided
ideal in Ba(HA). Hence Ba(HA)/K∗(HA) is also a C∗-algebra, equipped with the quotient norm.
We will call this algebra the Calkin algebra.

Remark 3.1.11. From Theorem 3.1.2, Theorem 3.1.4 and Corollary 3.1.10 it follows thatA-Fred-
holm operators onHA are exactly those that are invertible in the Calkin algebraBa(HA)/K∗(HA),
which is well known from before and given in [38, Theorem 2.7.14]. However, notice that Lemma
3.1.8 and Corollary 3.1.10 hold for arbitrary Hilbert C∗-modules and not just the standard mod-
ule.

Corollary 3.1.12. LetM be a Hilbert C∗-module and F ∈MΦ(M). Then anyMΦ+-decompo-
sition orMΦ−-decomposition for F is anMΦ-decomposition for F.

Proof. Let
M = M1⊕̃N1

F−→M2⊕̃N2 = M

be an MΦ+-decomposition for F. Since F ∈ MΦ(M) by assumption, there exists an MΦ-
decomposition for F

M = M ′
1⊕̃N ′1

F−→M ′
2⊕̃N ′2 = M.

In particular, N1 and N ′2 are finitely generated. We may hence apply Lemma 3.1.8 on these
two decompositions for F and deduce that N2 is finitely generated. The proof of the second
statement is similar.

The next lemma is a generalization of [56, Lemma 2.10.1], originally given in [44].

Lemma 3.1.13. [20, Lemma 1], [21, Lemma 13] Let F ∈ B(HA) and suppose that P ∈ B(HA)
is an adjointable projection such that kerP is finitely generated. Then F ∈ MΦ(HA) if and
only if PF|ImP ∈MΦ(ImP ) and in this case

index PF|ImP = index F.

Proof. Observe that, since kerP is finitely generated and HA = ImP ⊕̃ kerP, it follows by
Corollary 2.0.26 that ImP ∼= HA. Hence the index of PF|ImP is well defined.

Suppose first that F ∈ MΦ(HA). Since kerP is finitely generated, we have P ∈ MΦ(HA)
also. Hence PFP ∈MΦ(HA) by Lemma 2.0.43.
Let

HA = M⊕̃N PFP−→ M ′⊕̃N ′ = HA
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be a decomposition with respect to which PFP has the matrix[
(PFP )1 0

0 (PFP )4

]
,

where (PFP )1 is an isomorphism and N,N ′ are finitely generated. By the proof of Theorem
3.1.2 part 2) ⇒ 1) we know that P (M) is closed. Moreover, by Theorem 2.0.38 we may
assume that M is orthogonally complementable. Hence P|M could be viewed as an adjointable
operator from M into ImP with closed image. By Theorem 2.0.20 P (M) is then orthogonallly
complementable in ImP, that is P (M) ⊕ Ñ = ImP for some closed submodule Ñ . With
respect to the decomposition

HA = M⊕̃N P−→ P (M)⊕̃(Ñ⊕̃ kerP ) = HA,

P has the matrix
[
P1 P2

0 P4

]
, where P1 is an isomorphism. Hence P1 has the matrix

[
P1 0

0 P̃4

]
with respect to the decomposiotion

HA = U(M)⊕̃U(N)
P−→ P (M)⊕̃(Ñ⊕̃ kerP ) = HA,

where U is an isomorphism. Since P ∈MΦ(HA) and U(N) is finitely generated, by Corollary
3.1.12 it follows that Ñ⊕̃ kerP is finitely generated. Hence Ñ is finitely generated by Remark
2.0.68.
Next, PF|P (M)

is an isomorhism from P (M) onto M ′ . Since P (M) is closed, P (M) is then also
orthogonally complementable in HA by Theorem 2.0.20 (because P|M ∈ B

a(M,HA), as M is
orthogonally complementable in HA and P is adjointable ). It follows again that PF|P (M)

can be
viewed as an adjointable operator from P (M) into ImP , soM ′ is orthogonally complementable
in ImP by Theorem 2.0.20 (since M ′ = Im(PF|P (M)

)). Thus, M ′ ⊕ Ñ ′ = ImP for some closed
submodule Ñ ′. Now,

HA = M ′⊕̃N ′ = M ′⊕̃Ñ ′⊕̃ kerP,

so it follows that (Ñ ′⊕̃ kerP ) ∼= N ′. Since N ′ is finitely generated, we get that Ñ ′ is finitely
generated also. With respect to the decomposition

ImP = P (M)⊕ Ñ PF−→M ′ ⊕ Ñ ′ = ImP,

PF|ImP has the matrix
[

(PF )1 (PF )2

0 (PF )4

]
, where (PF )1 is an isomorphism. Then PF|ImP has

the matrix
[

(PF )1 0

0 ˜(PF )4

]
with respect to the decomposition

ImP = Ũ(P (M))⊕̃Ũ(Ñ)
PF−→M ′ ⊕ Ñ ′ = ImP,

where Ũ is an isomorphism of ImP onto ImP. Since Ñ , Ñ ′ and thus also Ũ(Ñ) are finitely
generated, it follows that PF|ImP ∈MΦ(ImP ).

Conversely, suppose that PF|ImP ∈MΦ(ImP ). Let

ImP = M⊕̃N PF−→M ′⊕̃N ′ = ImP

be a decomposition with respect to which PF|ImP has the matrix[
(PF )1 0

0 (PF )4

]
,

25



Chapter 3. Semi-C∗-Fredholm operators

where N,N ′ are finitely generated and (PF )1, is an isomorphism. It follows that with respect
to the decomposition

HA = M⊕̃(N⊕̃ kerP )
F−→M ′⊕̃(N ′⊕̃ kerP ) = HA,

F has the matrix
[
F1 F2

F3 F4

]
, where F1 is an isomorphism, as F1 = (PF )1 . Indeed, we have

F1 = uM ′F|M , where uM ′ denotes the projection onto M ′ along N ′⊕̃ kerP. However, since
PF maps M isomorphically onto M ′ and ImP = M ′⊕̃N ′ , it follows that PF|M = uM ′F|M .
Therefore, F1 = uM ′F|M = PF|M is an isomorphism from M onto M ′. Using the technique of
diagonalization from the proof of Lemma 2.0.42 and the fact that N⊕̃ kerP and N ′⊕̃ kerP are
finitely generated, we deduce that F ∈MΦ(HA).

It remains to show that index PF|ImP = index F. Now, since P ∈ MΦ(HA), from Lemma
2.0.43 we get index PFP = index P + index F + index P = index F, as index P = 0. We recall
that by the above arguments there exists a decomposition

ImP = P (M)⊕ Ñ PF−→M ′ ⊕ Ñ ′ = ImP

with respect to which PF has the matrix[
(PF )1 (PF )2

0 (PF )4

]
,

where (PF )1 is an isomorphism and Ñ , Ñ ′ are finitely generated Hilbert submodules. In addi-

tion, it also follows that P has the matrix
[
P1 P2

0 P4

]
with respect to the decomposition

HA = M⊕̃N P−→ P (M)⊕̃(Ñ⊕̃ kerP ) = HA,

where P1 is an isomorphism and N is a finitely generated Hilbert submodule. Moreover,

HA = M⊕̃N PFP−→ M ′⊕̃N ′ = HA

is anMΦ-decomposition for PFP and N ′ ∼= Ñ ′⊕̃ kerP.
Since index PFP = index F, it follows that [N ] − [N ′] = index F in K0(A). Next, by

diagonalizing the matrix
[
P1 P2

0 P4

]
as in the proof of Lemma 2.0.42, it is easily seen that

[N ]− [Ñ ]− [kerP ] = [N ]− [Ñ⊕̃ kerP ] = index P = 0.

Similarly, by diagonalizing the matrix
[

(PF )1 (PF )2

0 (PF )4

]
, we obtain that

index (PF|ImP ) = [Ñ ]− [Ñ ′].

Finally, [Ñ ′]+[kerP ] = [N ′] since Ñ ′⊕̃ kerP ∼= N ′. Combining all this facts together, we obtain
that

index (PF|ImP ) = [Ñ ]− [Ñ ′] = [Ñ ] + [kerP ]− [Ñ ′]− [kerP ]

= [Ñ⊕̃ kerP ]− [Ñ ′⊕̃ kerP ] = [N ]− [N ′] = index F.
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From Theorem 3.1.2 and Theorem 3.1.4 we get nice algebraic descriptions of the classes
MΦ+(HA) andMΦ−(HA) in terms of the left and the right invertible elements in the Calkin
algebra Ba(HA)/K∗(HA), respectively. This directly leads to several useful corollaries, as given
below.

Corollary 3.1.14. [18, Corollary 2.5] MΦ+(HA) and MΦ−(HA) are semigroups under the
multiplication.

Proof. The statement follows directly from Theorem 3.1.2 and Theorem 3.1.4, as MΦ+(HA)
consists of all elements that are left invertible in the Calkin algebra whereasMΦ+(HA) consists
of all elements that are right invertible in the Calkin algebra.

Corollary 3.1.15. [18, Corollary 2.6] Let F,D ∈ Ba(HA). If DF ∈ MΦ+(HA), then F ∈
MΦ+(HA). If DF ∈MΦ−(HA), then D ∈MΦ−(HA).

Proof. Suppose that DF ∈ MΦ+(HA). By Theorem 3.1.2 there exists some C ∈ Ba(HA) and
K ∈ K∗(HA) such that CDF = I+K. Again, by Theorem 3.1.2 it follows that F ∈MΦ+(HA).
The proof of the second statement of Corollary 3.1.15 is similar.

Corollary 3.1.16. [18, Corollary 2.7] Let F,D ∈ Ba(HA). If DF ∈ MΦ+(HA) and F ∈
MΦ(HA), then D ∈MΦ+(HA). If DF ∈MΦ−(HA) and D ∈MΦ(HA), then F ∈MΦ−(HA).

Proof. Suppose that DF ∈MΦ+(HA) and F ∈MΦ(HA). By Theorem 3.1.2 there exist some
C ∈ Ba(HA), K ∈ K∗(HA) such that CDF = I + K, as DF ∈ MΦ+(HA) by assumption.
Moreover, since F ∈MΦ(HA), by Theorem 3.1.4 there exist some F ′ ∈ Ba(HA), K ′ ∈ K∗(HA)
such that FF ′ = I +K ′. Hence

CDFF ′ = (CDF )F ′ = (I +K)F ′ = F ′ +KF ′,

CDFF ′ = CD(FF ′) = CD(I +K ′) = CD + CDK ′.

Therefore, FF ′ + FKF ′ = FCD + FCDK ′. So we get that

FCD = FF ′ + FKF ′ − FCDK ′ = I +K ′ + FKF ′ − FCDK ′.

Since K ′ + FKF ′ − FCDK ′ ∈ K∗(HA), by Theorem 3.1.2 it follows that D ∈MΦ+(HA).
The proof of the second statement of Corollary 3.1.16 is similar.

Corollary 3.1.17. [18, Corollary 2.8] Let F,D ∈ Ba(HA). If D ∈ MΦ+(HA) and DF ∈
MΦ(HA), then D ∈MΦ(HA). If F ∈MΦ−(HA) and DF ∈MΦ(HA), then F ∈MΦ(HA).

Proof. Let D ∈ MΦ+(HA) and DF ∈ MΦ(HA). Since DF ∈ MΦ(HA), by Theorem 3.1.4
there exist some C ∈ Ba(HA), K ∈ K∗(HA), such that DFC = I + K. By Theorem 3.1.4, we
have then that D ∈MΦ−(HA). So D ∈MΦ+(HA)∩MΦ−(HA). However, by Corollary 3.1.10,
MΦ(HA) =MΦ+(HA) ∩MΦ−(HA), so D ∈MΦ(HA).
The proof of the second statement of Corollary 3.1.17 is similar.

Corollary 3.1.18. [18, Corollary 2.9] If D ∈ MΦ(HA) and DF ∈ MΦ(HA), then F ∈
MΦ(HA). If F ∈MΦ(HA) and DF ∈MΦ(HA), then D ∈MΦ(HA).

Proof. Suppose that D ∈ MΦ(HA) and DF ∈ MΦ(HA). Since DF ∈ MΦ(HA), by Theorem
3.1.4 there exist some C ∈ Ba(HA), K ∈ K∗(HA) such that DFC = I + K. Moreover, since
D ∈ MΦ(HA), by the Theorem 3.1.2 there exist some D′ ∈ Ba(HA), K ′ ∈ K∗(HA) such that
D′D = I +K ′. Hence

D′DFC = D′(DFC) = D′(I +K) = D′ +D′K,
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D′DFC = (D′D)FC = (I +K ′)FC = FC +K ′FC.

ThusD′+D′K = FC+K ′FC. HenceD′D+D′KD = FCD+K ′FCD. However, D′D = I+K ′,
so we obtain I +K ′+D′KD = FCD+K ′FCD. So, FCD = I +K ′+D′KD−K ′FCD. Since
(K ′ + D′KD − K ′FCD) ∈ K∗(HA), by Theorem 3.1.4 we have that F ∈ MΦ−(HA). Now,
since DF ∈ MΦ(HA) ⊆ MΦ+(HA), by Corollary 3.1.15 it follows that F ∈ MΦ+(HA) also.
Hence F ∈MΦ+(HA) ∩MΦ−(HA) =MΦ(HA) by Corollary 3.1.10.
The proof of the second statement of Corollary 3.1.18 is similar.

Corollary 3.1.19. [18, Corollary 2.10] It holds that

MΦ+(HA) \MΦ(HA) andMΦ−(HA) \MΦ(HA)

are two sided ideals in MΦ+(HA) and MΦ−(HA), respectively. In particular, they are semi-
groups under the multiplication.

Proof. Let F,D ∈ MΦ+(HA) and suppose first that F ∈ MΦ+(HA) \ MΦ(HA). Since
MΦ+(HA) is closed under the multiplication by Corollary 3.1.14, it follows thatDF ∈MΦ+(HA).
Now, if DF ∈ MΦ(HA), by Corollary 3.1.17 we have D ∈ MΦ(HA). Then, by Corollary
3.1.18, it would follow that F ∈ MΦ(HA), which is a contradiction. Thus we must have that
DF ∈MΦ+(HA) \MΦ(HA).

Suppose next that D ∈ MΦ+(HA) \ MΦ(HA). Again, if DF ∈ MΦ(HA), then, since
D ∈ MΦ+(HA), by Corollary 3.1.17 we would have that D ∈ MΦ(HA), which is impossible.
So, also in this case, we must have that DF ∈MΦ+(HA) \MΦ(HA).

Similarly, one can prove the statement forMΦ−(HA) \MΦ(HA).

In the corollaries above we give pure algebraic proofs by using that semi-A−Fredholm oper-
ators on HA correspond to one-sided invertible elements in the Calkin algebra Ba(HA)/K∗(HA).
It is also possible to give direct proofs of these corollaries by only using the definition of semi-A-
Fredholm operators and Lemma 3.1.8. We provide these proofs in Section 3.5. The advantage
of such approach is that it can also be applied to the case of arbitrary Hilbert C∗-modules and
not just HA.

Corollary 3.1.20. [18, Corollary 2.11] Let F ∈ Ba(M,N) where M and N are Hilbert C∗-
modules over a unital C∗-algebra. Then F ∈ MΦ+(M,N) if and only if F ∗ ∈ MΦ−(N,M).
Moreover, if F ∈MΦ(HA), then F ∗ ∈MΦ(HA) and index F = −index F ∗.

Proof. From the proof of Theorem 3.1.2 part 1)⇒ 2) it follows that if F ∈MΦ+(M,N), then
for F and consequently for F ∗ there exist decompositions

M = M1 ⊕M⊥
1

F−→M2 ⊕M⊥
2 = N,

N = M2 ⊕M⊥
2

F ∗−→M1 ⊕M⊥
1 = M,

with respect to which F and F ∗ have matrices[
F1 F2

0 F4

]
,

[
F ∗1 0
F ∗2 F ∗4

]
,

respectively, where F1, F
∗
1 are isomorphisms and M⊥

1 is finitely generated. Using the technique
of diagonalization as in the proof of Lemma 2.0.42, we deduce that F ∗ ∈ MΦ−(N,M) since
M⊥

1 is finitely generated. The proof is analogue when F ∈ MΦ−(N,M), only in this case
M⊥

2 is finitely generated and we apply the proof of Theorem 3.1.4 part 1) ⇒ 2) instead of
the proof of Theorem 3.1.2 part 1) ⇒ 2). If in addition F is inMΦ(HA), then both M⊥

1 and
M⊥

2 are finitely generated. Using again the technique of diagonalization, one deduces easily
that F ∗ ∈ MΦ(HA) in this case and index F = [M⊥

1 ] − [M⊥
2 ], index F ∗ = [M⊥

2 ] − [M⊥
1 ], so

index F = −index F ∗.
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Closed range semi-A-Fredholm operators can be described in a more similar way as classical
semi-Fredholm operators on Hilbert spaces than arbitrary semi-A-Fredholm operators, as the
following lemma shows.

Lemma 3.1.21. [21, Lemma 12] Let F ∈ Ba(M) where M is a Hilbert C∗-module and suppose
that ImF is closed. Then the following statements hold:
a) F ∈MΦ+(M), if and only if kerF is finitely generated;
b) F ∈MΦ−(M), if and only if ImF⊥ is finitely generated.

Proof. a) Let
M = M1⊕̃M2

F−→M ′
1⊕̃M ′

2 = M

be anMΦ+-decomposition for F. By Lemma 3.1.3 we have that kerF ⊆ F−1(M ′
2) = M2. Now,

by Theorem 2.0.20, kerF is orthogonally complementable in M. Hence, kerF is orthogonally
complementable in M2, since kerF ⊆M2. This follows from Lemma 2.0.66. Since M2 is finitely
generated, it follows that kerF is finitely generated, being a direct summand in M2.

Conversely, if kerF is finitely generated, then

HA = kerF⊥ ⊕ kerF
F−→ ImF ⊕ ImF⊥ = HA

is an MΦ+-decomposition for F. Here we use that ImF is closed, which by Theorem 2.0.20
gives

HA = ImF ⊕ ImF⊥ = kerF⊥ ⊕ kerF.

b) This can be shown by passing to the adjoints and using a). Use that ImF ∗ is closed if and
only if ImF is closed by the proof of Theorem 2.0.20 part ii). Moreover, F ∈MΦ−(M) if and
only if F ∗ ∈MΦ+(M) by Corollary 3.1.20 and ImF⊥ = kerF ∗.

Lemma 3.1.22. [18, Lemma 2.12] Let M be a closed submodule of HA such that HA = M⊕̃N
for some finitely generated Hilbert submodule N. Let F ∈ Ba(HA) , JM be the inclusion map
from M into HA and suppose that FJM ∈MΦ+(M,HA). Then F ∈MΦ+(HA).

Proof. Consider a decomposition

M = M1⊕̃M2
FJM−→ M̃1⊕̃M̃2 = HA

with respect to which

FJM =

[
(FJM)1 0

0 (FJM)4

]
,

where (FJM)1 is an isomorphism and M2 is finitely generated. Then F has the matrix[
F1 F2

0 F4

]
with respect to the decomposition

HA = M1⊕̃(M2⊕̃N)
F−→ M̃1⊕̃M̃2 = HA,

where F1 is an isomorphism. Using the technique of diagonalization as in the proof of Lemma
2.0.42 and the fact that M2⊕̃N is finitely generated since both M2 and N are so, we deduce
that F ∈MΦ+(HA).
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Lemma 3.1.23. [18, Corollary 2.18] Let F ∈MΦ+(HA) and let

HA = M1⊕̃N1
F−→M2⊕̃N2 = HA,

HA = M̃1⊕̃Ñ1
F−→ M̃2⊕̃Ñ2 = HA,

be twoMΦ+-decompositions for F. Then there exist some finitely generated Hilbert submodules
P and P̃ such that (N2 ⊕ P ) ∼= (Ñ2 ⊕ P̃ ).

Proof. Since N1 and N1
′ are finitely generated, by Theorem 2.0.34 there exists an n ∈ N such

that

Ln = P ⊕̃pn(N1), P = M1 ∩ Ln, pn(N1) ∼= N1 and

Ln = P ′⊕̃pn(N ′1) , P ′ = M ′
1 ∩ Ln , pn(N ′1) ∼= N ′1,

where pn denotes the orthogonal projection onto Ln.
Then

HA = L⊥n ⊕̃P ⊕̃N1 = L⊥n ⊕̃P ′⊕̃N ′1.

Consequently, uM1|
(L⊥n ⊕̃P )

and uM1
′
|
(L⊥n ⊕̃P ′)

are isomorphisms from L⊥n ⊕̃P onto M1 and from

L⊥n ⊕̃P ′ onto M ′
1, respectively, where uM1|

(L⊥n ⊕̃P )

and uM1
′
|
(L⊥n ⊕̃P ′)

denote the restrictions of pro-

jections onto M1 and M ′
1 along N1 and N ′1 restricted to L⊥n ⊕̃P and L⊥n ⊕̃P ′, respectively. Since

F (M1) = M2, F (N1) ⊆ N2 and HA = M1⊕̃N1,

it follows that
uM2F|(L⊥n ⊕̃P )

= FuM1|
(L⊥n ⊕̃P )

,

where uM2 denotes the projection onto M2 along N2. Hence uM2F|(L⊥n ⊕̃P )
is an isomorphism as

a composition of isomorphisms. Similarly, uM ′2F|(L⊥n ⊕̃P ′) is an isomorphism, where uM ′2 denotes
the projection onto M ′

2 along N ′2. We get then that F has the matrices

[
F̃1 0

F̃3 F4

]
,

[
F̃ ′1 0

F̃ ′3 F ′4

]
with respect to the decompositions

HA = (L⊥n ⊕̃P )⊕̃N1
F−→M2⊕̃N2 = HA,

HA = (L⊥n ⊕̃P ′)⊕̃N ′1
F−→M ′

2⊕̃N ′2 = HA,

respectively, where F̃1 = uM2F|(L⊥n ⊕̃P )
and F̃ ′1 = uM ′2F|(L⊥n ⊕̃P ′) are isomorphisms. As in the proof

of Lemma 2.0.43, we let

V =

[
1 0

−F̃3F̃1
−1

1

]
, V ′ =

[
1 0

−F̃ ′3F̃ ′1
−1

1

]
with respect to the decompositions

HA = M2⊕̃N2
V−→M2⊕̃N2 = HA,

HA = M ′
2⊕̃N ′2

V−→M ′
2⊕̃N ′2 = HA, respectively.

Then F has the matrices
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[
˜̃F1 0

0 ˜̃F4

]
,

[
˜̃F ′1 0

0 ˜̃F ′4

]
with respect to the decompositions

HA = (L⊥n ⊕̃P )⊕̃N1
F−→ V −1(M2)⊕̃V −1(N2) = HA,

HA = (L⊥n ⊕̃P ′)⊕̃N ′1
F−→ V ′

−1
(M ′

2)⊕̃V ′−1
(N ′2) = HA,

respectively, where ˜̃F1,
˜̃F ′1 are isomorphisms. Since

HA = F (L⊥n )⊕̃(F (P )⊕̃V −1(N2)) = F (L⊥n )⊕̃(F (P ′)⊕̃V ′−1
(N ′2)) = HA,

clearly, we have
(F (P )⊕̃V −1(N2)) ∼= (F (P ′)⊕̃V ′−1

(N ′2)).

Hence P ⊕N2
∼= F (P )⊕̃V −1(N2) ∼= F (P ′)⊕̃V ′−1(N ′2) ∼= P ′ ⊕N ′2.

Remark 3.1.24. The proof of Corollary 3.1.23 is similar to the proof of [18, Lemma 2.16].

3.2 Generalized Schechter characterization
In this section, we describe the set of upper semi-A-Fredholm operators in terms of some equiv-
alent conditions, generalizing in this settings Schechter characterization of the classical upper
semi-Fredholm operators given in [47] and [56, Section 1.4].

Lemma 3.2.1. [18, Lemma 3.1] Let F ∈ Ba(M,N) where M and N are Hilbert modules over
a unital C∗-algebra A. Then F ∈ MΦ+(M,N) if and only if there exists a closed, orthogo-
nally complementable submodule M ′ ⊆ M such that F|M′ is bounded below and M ′⊥ is finitely
generated.

Proof. If such M ′ exists, then F (M ′) is closed in N. Moreover, since M ′ is orthogonally com-
plementable, F|M′ is adjointable. By Theorem 2.0.20, F (M ′) is orthogonally complementable
in N. Then, with respect to the decomposition

M = M ′ ⊕M ′⊥ F−→ F (M ′)⊕ F (M ′)⊥ = N,

F has the matrix [
F1 F2

0 F4

]
,

where F1 is an isomorphism.Using the technique of diagonalization as in the proof of Lemma
2.0.42 and the fact that M ′⊥ is finitely generated, we deduce that F ∈ MΦ+(M,N). On the
other hand, if F ∈ MΦ+(M,N), then by the similar arguments as in the proof of Theorem
2.0.38 we may assume that there exists a decomposition

M = M ′ ⊕M ′⊥ F−→ N ′⊕̃N ′′ = N,

with respect to which F has the matrix [
F1 0
0 F4

]
,

where F1 is an isomorphism and M ′⊥ is finitely generated.
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Lemma 3.2.2. [18, Lemma 3.2] Let F ∈ Ba(HA) \MΦ+(HA). Then there exists a sequence
{xk} ⊆ HA and an increasing sequence {nk} ⊆ N such that

xk ∈ Lnk ∩ L⊥nk−1
, ‖ xk ‖= 1

and
‖ Fxk ‖≤ 21−2k for all k ∈ N.

Proof. If F = 0, then the lemma follows trivially.
Suppose that F ∈ Ba(HA) \ MΦ+(HA) and F 6= 0. If F ∈ Ba(HA) \ MΦ+(HA), then

F is not bounded below by Lemma 3.2.1, hence we may in fact find an ˜̃x1 ∈ HA such that
‖ ˜̃x1 ‖= 1 + 1

4‖F‖ and ‖ F ˜̃x1 ‖≤ 1
4
. As ‖ PL⊥n ˜̃x1 ‖−→ 0 when n → ∞, there exists an n1 ∈ N

such that ‖ PL⊥n1
˜̃x1 ‖≤ 1

4‖F‖ , hence, for x̃1 := PLn1
˜̃x1, we have

‖ Fx̃1 ‖=‖ FPLn1 ˜̃x1 ‖≤‖ F ˜̃x1 ‖ + ‖ FPL⊥n1
˜̃x1 ‖≤

1

4
+

1

4
=

1

2
.

Now,

‖ x̃1 ‖≥‖ ˜̃x1 ‖ − ‖ PL⊥n1
˜̃x1 ‖≥ 1 +

1

4 ‖ F ‖
− 1

4 ‖ F ‖
= 1.

Set x1 = 1
‖x̃1‖ x̃1. Then ‖ x1 ‖= 1 and ‖ Fx1 ‖= 1

‖x̃1‖ ‖ Fx̃1 ‖≤‖ Fx̃1 ‖≤ 1
2
.

Suppose next that there exists x1, . . . , xk ∈ HA, n1 ≤ n2 ≤ · · · ≤ nk that satisfy the
hypotthesis of the lemma. Since F is not bounded below on L⊥nk by Lemma 3.2.1, we can
actually find some ˜̃xk+1 ∈ L⊥nk such that

‖ ˜̃xk+1 ‖= 1 +
1

‖ F ‖
2−(k+1) and ‖ F ˜̃xk+1 ‖≤ 2−2(k+1).

We choose an nk+1 ∈ N such that nk+1 > nk and

‖ PL⊥nk+1

˜̃xk+1 ‖≤
1

‖ F ‖
2−2(k+1).

Then, if we set x̃k+1 := PLnk+1

˜̃xk+1, by the same a arguments as above we deduce that

‖ x̃k+1 ‖≥ 1 and ‖ Fx̃k+1 ‖≤ 21−2(k+1),

hence, for xk+1 := 1
‖x̃k+1‖

x̃k+1, we get ‖ xk+1 ‖= 1 and in addition

‖ Fxk+1 ‖≤‖ Fx̃k+1 ‖≤ 21−2(k+1).

Moreover, xk+1 ∈ Lnk+1
∩ L⊥nk . By induction, the lemma follows.

The next lemma is a generalization of [25, Chapter XI, Theorem 2.3(d)].

Lemma 3.2.3. Let F ∈ MΦ+(HA). Then there is no sequence of unit vectors {xn} in HA
such that 〈ek, xn〉 → 0 as n→∞ for all k ∈ N and limn→∞ ‖ Fxn ‖= 0.

Proof. Let D ∈ MΦ−(HA) and K ∈ K∗(HA) be such that DF = I + K. If K = 0, then
DF = I, which in particularly means that F is bounded below. Since ‖ xn ‖= 1 for all n ∈ N,
it follows that Fxn 6→ 0 as n→∞.

Suppose next that K 6= 0. Then

|1− ‖ DFxn ‖ | = | ‖ xn ‖ − ‖ DFxn ‖ | ≤‖ (I −DF )xn ‖=‖ Kxn ‖ .
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Here we have applied the same arguments as in the proof of [25, Chapter XI, Theorem 2.3]
part (a)⇒ (d). Given ε > 0, there exists an N ∈ N such that ‖ K|

L⊥n
‖< ε

2
for all n ≥ N, since

K ∈ K∗(HA). This follows from Proposition 2.0.17. If 〈ek, xn〉
n→∞−→ 0 for all k ∈ {1, 2, · · · , N},

then we may choose an M ∈ N such that ‖ 〈ek, xn〉 ‖<
ε

2 ‖ K ‖ N
for all n ≥ M and for all

k ∈ {1, . . . , N}. Let PN denote the orthogonal projection onto L⊥N+1. Then, for all n ≥ M, we
have

‖ Kxn ‖≤‖ KPNxn ‖ +
N∑
k=1

‖ Kek · 〈ek, xn〉 ‖≤
ε

2
+

N∑
k=1

‖ K ‖ ‖ 〈ek, xn〉 ‖< ε.

Thus, ‖ Kxn ‖→ 0, so from the above calculations it follows that ‖ DFxn ‖→ 1 as n → ∞.
Therefore we can not have that ‖ Fxn ‖→ 0 as n→∞.

Corollary 3.2.4. If F ∈MΦ+(HA), then Fen 6→ 0 as n→∞.

Corollary 3.2.5. Let F ∈ Ba(HA). Then F ∈ MΦ+(HA) if and only if there is no sequence
of unit vectors {xk}k∈N in HA satisfying the conditions of Lemma 3.2.2.

Proof. The implication in one direction follows from Lemma 3.2.2. Let us prove the implication
in the other direction. To this end, suppose that F ∈ Ba(HA) and that there exists a sequence
of unit vectors {xn}n∈N ⊆ HA satisfying the conditions of Lemma 3.2.2. By these conditions, it
follows then that limn→∞〈ek, xn〉 = 0 for all k ∈ N and moreover, limn→∞ ‖ Fxn ‖= 0. Hence,
by Lemma 3.2.3, we deduce that F ∈ Ba(HA) \MΦ+(HA), which shows the implication in the
other direction.

Example 3.2.6. If we consider A as a Hilbert module over itself, then, in general, we can find
closed submodules of A that are not finitely generated. As an example, if A = C([0, 1]), then
C0([0, 1]) is a Hilbert submodule of A that is not finitely generated. Similarly, if A = B(H)
where H is a Hilbert space, then the closed ideal of compact operators on H is an example of a
Hilbert submodule that is not finitely generated. Let P denote the orthogonal projection onto
L⊥1 . Then P ∈MΦ(HA) and kerP = L1. It follows that kerP contains a Hilbert submodule that
is not finitely generated in the case when A = C([0, 1]) or when A = B(H). Compared to [25,
Chapter XI, Theorem 2.3], this illustrates that A-Fredholm operators may behave differently
from the classical Fredholm operators on Hilbert spaces.

In chapter 6 we shall give some examples of A-Fredholm operators with non-closed im-
age, which once again illustrates the difference between classical Fredholm operators and A-
Fredholm operators in general.

3.3 Openness of the set of semi-C∗-Fredholm operators
In this section we prove that the set of proper semi A-Fredholm operators is open in the norm
topology, as an analogue of the result in [46]. Also, we derive some consequences. The results
in this section generalize the results from [56, Section 1.6].

Recall thatMΦ(HA) is open in the norm topology by Lemma 2.0.42.

Theorem 3.3.1. [18, Theorem 4.1] The sets MΦ+(HA) \MΦ(HA), MΦ−(HA) \MΦ(HA)
are open in Ba(HA), where Ba(HA) is equipped with the norm topology.

Proof. Let F ∈MΦ+(HA) \MΦ(HA). Then there exists a decomposition

HA = M1⊕̃N1
F−→M2⊕̃N2 = HA

with respect to which F has the matrix
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[
F1 0
0 F4

]
,

where F1 is an isomorphism, N1 is closed, finitely generated, and N2 is closed, but not finitely
generated. If D ∈ Ba(HA) such that ‖ D ‖< ε, then for ε small enough we may (by the same
arguments as in the proof of Lemma 2.0.42) find isomorphisms U1, U2 such that F +D has the
matrix [

(F +D)1 0
0 (F +D)4

]
with respect to the decomposition

HA = U1(M1)⊕̃U1(N1)
F+D−→ U−1

2 (M2)⊕̃U−1
2 (N2) = HA,

where (F +D)1 is an isomorphism. Since U2 is an isomorphism and N2 is not finitely generated,
it follows that U−1

2 (N2) is not finitely generated. Now, as F +D has the matrix[
(F +D)1 0

0 (F +D)4

]
with respect to the above decomposition, where(F +D)1 is an isomorphism, U1(N1) is finitely
generated whereas U−1

2 (N2) is not finitely generated, it follows by Corollary 3.1.12 that

(F +D) ∈MΦ+(HA) \MΦ(HA)

(because, by Corollary 3.1.12, if F + D was A-Fredholm, then U−1
2 (N2) would be finitely

generated, which is a contradiction). The first part of the theorem follows, whereas the second
part can be proved in the analogue way or can be deduced directly from the first part by passing
to the adjoints and using Corollary 3.1.20.

Remark 3.3.2. We recall from Theorem 3.1.2 and Theorem 3.1.4 that the sets

MΦ+(HA) \MΦ(HA) andMΦ−(HA) \MΦ(HA)

can be identified with the set of left invertible, but not invertible elements and with the set of
right invertible, but not invertible elements in the Calkin algebra Ba(HA) / K∗(HA), respec-
tively.

More precisely,

MΦ+(HA) \MΦ(HA) = π−1(Gl(B
a(HA) / K∗(HA)) \G(Ba(HA) / K∗(HA)))

and

MΦ−(HA) \MΦ(HA) = π−1(Gr(B
a(HA) / K∗(HA)) \G(Ba(HA) / K∗(HA))),

where π : Ba(HA) → Ba(HA) / K∗(HA) denotes the quotient map and Gl, Gr and G denotes
the sets of left invertible , right invertible and invertible elements, respectively. Recalling that
Gl \ G and Gr \ G are open in Banach algebras, and that π is continuous, we can deduce
Theorem 3.3.1 also by these arguments. However, our proof of Theorem 3.3.1 can be applied
to arbitrary Hilbert C∗-modules and not just HA, so Theorem 3.3.1 holds also in the case of
arbitrary Hilbert C∗-modules.

Corollary 3.3.3. [18, Corollary 4.2] If F ∈ Ba(HA) belongs to the boundary of MΦ(HA) in
Ba(HA), then F /∈MΦ±(HA).
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Proof. The statement follows by the same arguments as in the proof of [56, Corollary 1.6.10]
since

MΦ±(HA) \MΦ(HA) = (MΦ+(HA) \MΦ(HA)) ∪ (MΦ−(HA) \MΦ(HA))

is open in Ba(HA) by Theorem 3.3.1.

Remark 3.3.4. By exactly the same arguments as in the proof of Lemma 2.0.42 it can be shown
thatMΦ+(M) andMΦ−(M) are open (where M is a Hilbert C∗-module).
Next recall thatMΦ(M) =MΦ+(M) ∩MΦ−(M) by Corollary 3.1.10. It follows that

MΦ±(M) \MΦ−(M) =MΦ+(M) \MΦ(M),

MΦ±(M) \MΦ+(M) =MΦ−(M) \MΦ(M),

which are both open by Theorem 3.3.1, hence we can in a similar way as in the proof of Corollary
3.3.3 deduce that

∂MΦ+(M) ∩MΦ±(M) = ∅ and ∂MΦ−(M) ∩MΦ±(M) = ∅.

Corollary 3.3.5. [18, Corollary 4.3] Let f : [0, 1] → Ba(HA) be continuous and assume that
f([0, 1]) ⊆MΦ±(HA). Then the following statements hold.
1) If f(0) ∈MΦ+(HA) \MΦ(HA), then f(1) ∈MΦ+(HA) \MΦ(HA).
2) If f(0) ∈MΦ−(HA) \MΦ(HA), then f(1) ∈MΦ−(HA) \MΦ(HA).
3) If f(0) ∈MΦ(HA), then f(1) ∈MΦ(HA) and index f(0) = index f(1).

Proof. We have that MΦ±(HA) is a disjoint union of MΦ+(HA) \ MΦ(HA), MΦ(HA) and
MΦ−(HA)\MΦ(HA). The first two sets are open by Theorem 3.3.1, whereasMΦ(HA) is open
by Lemma 2.0.42. By assumption in the corollary, we have that f([0, 1]) ⊆ MΦ±(HA). Since
f is continuous by assumption, f([0, 1]) must be connected in Ba(HA), hence f([0, 1]) must be
completely contained in one of these three setsMΦ+(HA) \MΦ(HA),MΦ−(HA) \MΦ(HA)
orMΦ(HA)(otherwise we would get a separation of f([0, 1]) which is impossible). Thus 1), 2)
and the first part of 3) follows.
For the second part of 3), use the additional fact that the index is locally constant onMΦ(HA)
by Lemma 2.0.42 . Again, since f([0, 1]) is connected and f(0) ∈ MΦ(HA) by assumption, it
follows that f([0, 1]) ⊆MΦ(HA) and index f(t) = index f(0) for all t ∈ [0, 1].

Recall Definition 2.0.41 from Preliminaries. The next lemma is a generalization of [56,
Theorem 1.6.8].

Lemma 3.3.6. [19, Lemma 3.22] Let F ∈MΦ(M) be such that ImF is closed, where M is a
Hilbert C∗-module. Then there exists an ε > 0 such that for every D ∈ Ba(M) with ‖ D ‖< ε,
we have

ker(F +D) � kerF and Im(F +D)⊥ � ImF⊥.

Proof. Since F ∈ MΦ(M) has closed image, by Theorem 2.0.20 F has the matrix
[
F1 0
0 0

]
with respect to the decomposition

M = kerF⊥⊕̃ kerF
F−→ ImF ⊕̃ImF⊥ = M,

where F1 is an isomorphism. By the proof of Lemma 2.0.42, there exists an ε > 0 such that if
‖ F − D̃ ‖< ε for some D̃ ∈ Ba(M), then D̃ has the matrix[

D̃1 0

0 D̃4

]
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with respect to the decomposition

M = U1(kerF⊥)⊕̃U1(kerF )
D̃−→ U−1

2 (ImF )⊕̃U−1
2 (ImF⊥) = M,

where U1, U2 and D̃1 are isomorphisms. Then, by Lemma 3.1.3 it follows that

ker D̃ ⊆ U1(kerF ) ∼= kerF.

Set D = D̃ − F, then D̃ = F +D. Hence ker(F +D) � kerF.
Next, by the proof of Theorem 2.0.20, ImF ∗ is closed if ImF is closed. Hence, by the same
arguments as above, we can choose ε > 0 sufficiently small such that if ‖ D∗ ‖< ε, then it holds
that ker(F ∗ +D∗) 4 kerF ∗. However, we have

ker(F ∗ +D∗) = Im(F +D)⊥ , kerF ∗ = ImF⊥ and ‖ D ‖=‖ D∗ ‖ .

Therefore, it suffices to choose a sufficiently small ε > 0 such that if ‖ D ‖=‖ D∗ ‖< ε, then

ker(F +D) 4 kerF and ker(F ∗ +D∗) 4 kerF ∗.

3.4 Adjointable semi-C∗-Weyl operators
In this section we construct certain classes of operators on HA as a generalization of upper and
lower semi-Weyl operators on Hilbert spaces. Then we investigate and prove several properties
concerning these new classes of operators. The results in this section generalize the results from
[56, Section 1.9].

Definition 3.4.1. [18, Definition 5.1] Let F ∈MΦ(HA). We say that F ∈ M̃Φ−+(HA) if there
exists a decomposition

HA = M1⊕̃N1
F−→M2⊕̃N2 = HA

with respect to which F has the matrix [
F1 0
0 F4

]
,

where F1 is an isomorphism, N1, N2 are closed, finitely generated and N1 � N2, that is N1

is isomorphic to a closed submodule of N2. We define similarly the class M̃Φ+
−(HA), the only

difference in this case is that N2 � N1. Then we set

MΦ−+(HA) = (M̃Φ−+(HA)) ∪ (MΦ+(HA) \MΦ(HA))

and
MΦ+

−(HA) = (M̃Φ+
−(HA)) ∪ (MΦ−(HA) \MΦ(HA)).

Further, we define MΦ0(HA) to be the set of all F ∈ MΦ(HA) for which there exists an
MΦ-decomposition

HA = M1⊕̃N1
F−→M2⊕̃N2 = HA,

where N1
∼= N2.
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Remark 3.4.2. Notice that Definition 3.4.1 can be extended to the case when F ∈ Ba(M,N)
and M,N are two arbitrary Hilbert C∗-modules.

Lemma 3.4.3. [18, Lemma 5.2] Suppose that K0(A) satisfies the cancellation property. If
F ∈ M̃Φ

−
+(HA), then for any decomposition

HA = M ′
1⊕̃N ′1

F−→M ′
2⊕̃N ′2 = HA

with respect to which F has the matrix [
F ′1 0
0 F ′4

]
,

where F ′1 is an isomorphism and N ′1, N ′2 are finitely generated, we have N ′1 � N ′2.
Similarly, N ′2 � N ′1 if F ∈ M̃Φ+

−(HA).

Proof. Given F ∈ M̃Φ
−
+(HA), choose a decomposition for F

HA = M1⊕̃N1
F−→M2⊕̃N2 = HA

as described in Definition 3.4.1. Then N1
∼= N2,1 � N2 for some closed submodule N2,1 of N2.

Since N1 is finitely generated, so is N2,1; therefore, N2,1 is orthogonally complementable in N2

by Lemma 2.0.25. So N2 = N2,1 ⊕N2,2 for some closed submodule N2,2 of N2.
Hence

index F = [N1]− [N2] = [N2,1]− [N2,1]− [N2,2] = −[N2,2].

If HA = M ′
1⊕̃N ′1

F−→M ′
2⊕̃N ′2 = HA is any otherMΦ-decomposition for F, then we must have

index F = [N ′1]− [N ′2] = −[N2,2].

Taking the inverses on the both sides of the equality in K0(A), we get

[N ′2]− [N ′1] = [N2,2],

so
[N ′2] = [N ′1] + [N2,2].

Since
[N ′1] + [N2,2] = [N ′1 ⊕N2,2] = [N ′2],

it follows that
(N ′1 ⊕N2,2) ∼= N ′2

as K0(A) satisfies the cancellation property.
Let ι̃ : N ′1 ⊕ N2,2 −→ N ′2 be an isomorphism, then, since N ′1 ⊕ {0} is a closed submodule of
the module N ′1 ⊕ N2,2, it follows that ι̃(N ′1 ⊕ {0}) is a closed submodule of N ′2. Thus we get
(N ′1⊕{0}) � N ′2. However, N ′1⊕{0} ∼= N ′1, so N ′1 � N ′2. One treats analogously the case when
F ∈ M̃Φ+

−(HA).

Proposition 3.4.4. Let K ∈ K∗(HA) and T ∈ Ba(HA). Suppose that T is invertible and that
K0(A) satisfies the cancellation property. Then the equation (T +K)x = y has a solution for
every y ∈ HA if and only if T + K is bounded below. In this case the solution of the above
equation is unique.
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Proof. Since T is invertible, by Lemma 2.0.45 it follows that index (T + K) = 0. Now, if
the equation (T + K)x = y has a solution for each y ∈ HA, this simply means that T + K
is surjective. Then, by Theorem 2.0.20, ker(T + K) is orthogonally complementable in HA.
Therefore, by Lemma 3.1.21 we have that

HA = ker(T +K)⊥ ⊕ ker(T +K)
T+K−→ HA ⊕ {0} = HA

is also anMΦ-decomposition for T + K and, thus, index (T + K) = [ker(T +K)] . However,
index (T + K) = 0. Since K0(A) satisfies the cancellation property by assumption, it follows
that ker(T +K) = {0}, so T +K is invertible, thus bounded below.
Conversely, if T + K bounded below, then, by Theorem 2.0.20, Im(T + K) is orthogonally
complementable in HA. Thus, again by Lemma 3.1.21 we have that

HA ⊕ {0}
T+K−→ Im(T +K)⊕ Im(T +K)⊥ = HA

is anMΦ-decomposition for T +K. By the same argument as above, since index (T +K) = 0
and K0(A) satisfies the cancellation property, it follows that Im(T +K)⊥ = {0}.

Example 3.4.5. Let A = B(H), where H is an infinite-dimensional, separable Hilbert space.
If H1 is any infinite-dimensional subspace of H, then there exists an isometric isomorphism U
of H onto H1. Set Ũ to be the operator on A given by Ũ(F ) = JUF for all F ∈ A where J is
the inclusion of H1 into H. Then Ũ ∈ Ba(A) and moreover, Ũ is an isometry. Put T to be the

operator with the matrix
[

1 0

0 Ũ

]
with respect to the decomposition

HA = L⊥1 ⊕ L1
T−→ L⊥1 ⊕ L1 = HA.

Then T ∈ Ba(HA) and T is bounded below. Moreover, ImT⊥ = SpanA{(P, 0, 0, 0, . . . )}, where

P is the orthogonal projection of H onto H⊥1 . However, T = I + K where K =

[
0 0

0 Ũ − 1

]
with respect to the decomposition L⊥1 ⊕L1 → L⊥1 ⊕L1, hence K ∈ K∗(HA). This shows that the
assumption that K0(A) satisfies the cancellation property in Proposition 3.4.4 is really needed.

For a ∈ A we may let αI be the operator on HA given by

αI(x1, x2, . . . ) = (αx1, αx2, . . . ).

It is straightforward to check that αI is an A-linear operator on HA. Moreover, αI is bounded
and ‖ αI ‖=‖ α ‖ . Finally, αI is adjointable and its adjoint is given by (αI)∗ = α∗I.

We give then the following generalization of the well known Fredholm alternative stated in
[28, Chapter VII, Corollary 7.10].

Corollary 3.4.6. Let K ∈ K∗(HA) and α ∈ G(A). Suppose that K0(A) satisfies the cancella-
tion property. Then the equation (K − αI) x = y has a solution for every y ∈ HA if and only
if K − αI is bounded below. In this case the solution of the above equation is unique.

Next we present the following lemma.

Lemma 3.4.7. [18, Lemma 5.3] It holds that M̃Φ
−
+(HA) and M̃Φ

+

−(HA) are semigroups under
the multiplication.

Proof. Let F,D ∈ M̃Φ
−
+(HA). Then there exist decompositions

HA = M1⊕̃N1
F−→M2⊕̃N2 = HA,
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HA = M ′
1⊕̃N ′1

D−→M ′
2⊕̃N ′2 = HA

with respect to which F,D have matrices
[
F1 0
0 F4

]
,

[
D1 0
0 D4

]
, respectively, where F1, D1

are isomorphisms, N1, N2, N
′
1, N

′
2 are finitely generated and moreover N1 � N2, N

′
1 � N ′2. By

the proof of Lemma 2.0.43, with respect to the decomposition

HA = M1⊕̃N1
DF−→M ′

2⊕̃N ′2 = HA,

DF has the matrix
[

(DF )1 0
0 (DF )4

]
, where (DF )1 is an isomorphism,

N1 = U(F−1
1 (P )⊕̃N1), N ′2 = D(P ′)⊕̃N ′2, (P ⊕̃N2) ∼= (P ⊕̃N ′1) ∼= Ln

for some n, D|P , F|P ′ and U are isomorphisms. Since N1 is isomorphic to a closed submodule of
N2 and F−1

1 (P ) ∼= P, it follows that F−1
1 (P )⊕N1 is isomorphic to a closed submodule of P⊕N2.

However, since there are natural isomorphisms between ( (F−1
1 (P )⊕̃N1)) and ((F−1

1 (P )⊕N1)),
between (P ⊕̃N2) and (P ⊕N2), it follows that F−1

1 (P )⊕̃N1 is isomorphic to a closed submodule
of (P ⊕̃N2). As U is an isomorphism, it follows that N1 = U(F−1

1 (P )⊕̃N1) is isomorphic to
a closed submodule of P ⊕̃N2. Now, P ⊕̃N2 is isomorphic to P ′⊕̃N ′1, so N1 is isomorphic to
a closed submodule of P ′⊕̃N ′1. Next, using that P ′ ∼= D(P ′) and that N ′1 is isomorphic to a
closed submodule of N ′2, by the same arguments as above (considering direct sums of modules),
we can deduce that (P ′⊕̃N ′1) is isomorphic to a closed submodule of (D(P ′)⊕̃N ′2) = N ′2, so
N1 � (P ′⊕̃N ′1) � N ′2. Thus, DF ∈ M̃Φ

+

−(HA). Similarly one can show that M̃Φ
+

−(HA) is a
semigroup.

Lemma 3.4.8. [18, Lemma 5.4] It holds thatMΦ−+(HA) andMΦ+
−(HA) are semigroups under

the multiplication.

Proof. Let F,D ∈MΦ−+(HA). We consider four possible cases.
1) If F,D ∈ M̃Φ−+(HA), by Lemma 3.4.7 it follows that DF ∈ M̃Φ−+(HA).
2) If D,F ∈MΦ+(HA) \MΦ(HA), then DF ∈MΦ+(HA) \MΦ(HA) by Corollary 3.1.19.
3) If F ∈ MΦ+(HA) \ MΦ(HA) and D ∈ M̃Φ−+(HA), then in particular D ∈ MΦ(HA)

as M̃Φ−+(HA) ⊆ MΦ(HA) by definition. By Corollary 3.1.18, it follows that DF can not
be in MΦ(HA) as F /∈ MΦ(HA). Now, by definition, MΦ−+(HA) ⊂ MΦ+(HA), so then
F,D ∈MΦ+(HA). Hence, by Corollary 3.1.14 we have that DF ∈MΦ+(HA) which gives that
DF ∈MΦ+(HA) \MΦ(HA).

4) If D ∈ MΦ+(HA) \MΦ(HA), it is clear that DF can not be an element ofMΦ(HA).
Indeed, if DF ∈ MΦ(HA), then by Corollary 3.1.15 we would get that D ∈ MΦ−(HA) since
MΦ(HA)) ⊆ MΦ−(HA). Hence D ∈ MΦ−(HA) ∩ MΦ+(HA)) which is a contradiction as
MΦ−(HA) ∩MΦ+(HA) = MΦ(HA) by Corollary 3.1.10. Again, since DF ∈ MΦ+(HA) by
Corollary 3.1.14. it follows that DF ∈MΦ+(HA) \MΦ(HA).

Collecting all these arguments together, we deduce thatMΦ−+(HA) is a semigroup under the
multiplication. Similarly one can show thatMΦ+

−(HA) is a semigroup under the multiplication.

Lemma 3.4.9. [18, Lemma 5.5] It holds that M̃Φ−+(HA) and M̃Φ+
−(HA) are open.

Proof. Given F ∈ M̃Φ−+(HA), let

HA = M1⊕̃N1
F−→M2⊕̃N2 = HA

be a decomposition with respect to which
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F =

[
F1 0
0 F4

]
,

where F1 is an isomorphism, N1, N2 are finitely generated and N1 � N2. By the proof of Lemma
2.0.42, there exists an ε > 0 such that if ‖ F −D ‖< ε, then there exists a decomposition

HA = M ′
1⊕̃N ′1

D−→M ′
2⊕̃N ′2 = HA

with respect to which

D =

[
D1 0
0 D4

]
,

where D1 is an isomorphism, and moreover,

M1
∼= M ′

1, N1
∼= N ′1,M2

∼= M ′
2 and N2

∼= N ′2.

Let
U1 : N ′1 → N1, U2 : N2 → N ′2

be these isomorphisms. Since N1 � N2, there exists an isomorphism ι̃ from N1 onto some closed
submodule ι̃(N1) ⊆ N2. Then U2ι̃U1 is an isomorphism from N ′1 onto (U2ι̃U1)(N1) which is a
closed submodule of N ′2. Thus, N ′1 � N ′2 ( and also N ′1, N ′2 are finitely generated as N1, N2 are
so). Therefore, D ∈ M̃Φ

−
+(HA).

Similarly, we can show that M̃Φ
+

−(HA) is open.

Corollary 3.4.10. The sets MΦ−+(HA) and MΦ+
−(HA) are open in the norm topology of

Ba(HA).

Proof. Combine Theorem 3.3.1 and Lemma 3.4.9.

Definition 3.4.11. [18, Definition 5.6] Let F ∈ MΦ+(HA). We say that F ∈ MΦ−+
′
(HA) if

there exists a decomposition

HA = M1⊕̃N1
F−→M2⊕̃N2 = HA

with respect to which

F =

[
F1 0
0 F4

]
,

where F1 is an isomorphism, N1 is closed, finitely generated and N1 � N2. Similarly, we define
the classMΦ+

−
′
(HA), only in this case F ∈MΦ−(HA), N2 is finitely generated and N2 � N1.

Such operators will be called semi-A-Weyl operators throughout the thesis.

Proposition 3.4.12. [18, Proposition 5.7] We have

M̃Φ−+(HA) =MΦ−+
′
(HA) ∩MΦ(HA) and M̃Φ+

−(HA) =MΦ+
−
′
(HA) ∩MΦ(HA).

Proof. By the definition of the class M̃Φ−+(HA), the inclusion ” ⊆ ” is obvious. Let us show the
other inclusion. To this end, choose some D ∈MΦ−+

′
(HA)∩MΦ(HA). Since D ∈MΦ−+

′
(HA),

there exists a decomposition

HA = M ′
1⊕̃N ′1

D−→M ′
2⊕̃N ′2 = HA

with respect to which D has the matrix
[
D1 0
0 D4

]
, where D1 is an isomorphism, N ′1 is finitely

generated and N ′1 � N ′2. On the other hand, since D ∈MΦ(HA), by Corollary 3.1.12, N ′2 must
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be then finitely generated. Hence D ∈ M̃Φ
−
+

′
(HA). Similarly, using Corollary 3.1.12, one can

show that
M̃Φ+

−(HA) =MΦ+
−
′
(HA) ∩MΦ(HA).

Remark 3.4.13. [18, Remark 5.8] Notice that by Proposition 3.4.12 we get

MΦ−
′

+ (HA) = (MΦ−
′

+ (HA) ∩MΦ(HA)) ∪ (MΦ−
′

+ (HA) \MΦ(HA))

= M̃Φ−+(HA) ∪ (MΦ−
′

+ (HA) \MΦ(HA))

⊆ M̃Φ−+(HA) ∪ (MΦ+(HA) \MΦ(HA)) =MΦ−+(HA).

Similarly, we obtain thatMΦ+′

− (HA) ⊆MΦ+
−(HA).

On Hilbert spaces "=" holds due to that given any finite dimensional subspace N1 and
infinite-dimensional subspace N2, then N1 is isomorphic to a closed subspace of N2. Observe
also that Proposition 3.4.12 holds in the case of arbitrary Hilbert C∗-modules and not just HA.

Lemma 3.4.14. [18, Lemma 5.9] The sets MΦ+
−
′
(HA) and MΦ−+

′
(HA) are open. Moreover,

if F ∈MΦ−+
′
(HA) and K ∈ K∗(HA), then

(F +K) ∈MΦ−+
′
(HA).

If F ∈MΦ+
−
′
(HA) and K ∈ K∗(HA), then

(F +K) ∈MΦ+
−
′
(HA).

Proof. Suppose F ∈MΦ−+
′
(HA) and choose a decomposition

HA = M1⊕̃N1
F−→M2⊕̃N2 = HA

such that N1 � N2 as described in the Definition 3.4.11. Then, again by the proof of Lemma
2.0.42, there exists an ε > 0 such that if ‖ F −D ‖< ε, then there exists a decomposition

HA = M ′
1⊕̃N ′1

D−→M ′
2⊕̃N ′2 = HA,

with respect to which D has the matrix [
D1 0
0 D4

]
,

where D1 is an isomorphism and N ′1 ∼= N1, N
′
2
∼= N2. Therefore, by the same arguments as in

the proof of Lemma 3.4.9, we have N ′1 � N ′2 since N1 � N2. Thus, D is inMΦ−+(HA)
′ also, so

MΦ−+(HA)
′ is open.

Next, let K ∈ K∗(HA). By the proof of Lemma 2.0.45 we may without loss of generality assume
that there exists an n ∈ N such that F +K has the matrix[

(F +K)1 0
0 (F +K)4

]
with respect to the decomposition

HA = U ′1(L⊥n )⊕̃U ′1(P ⊕̃N1)
F+K−→ U ′2

−1
F (L⊥n )⊕̃U ′2

−1
(F (P )⊕̃N2) = HA,
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where (F + K)1, U
′
1, U

′
2 are isomorphisms, Ln = N1⊕̃P, P = M1 ∩ Ln, P ∼= F (P ) for some

closed, finitely generated submodule P (here F,N1, N2 are as given above). Indeed, if

HA = M1⊕̃N1
F−→M2⊕̃N2 = HA

is an MΦ−′+ -decomposition for F, by Theorem 2.0.34 there exists an n ∈ N such that we
have HA = L⊥n ⊕̃P ⊕̃N1 for some finitely generated Hilbert submodule P. Since it holds that
uM2F|L⊥n ⊕̃P

= FuM1 |
L⊥n ⊕̃P

where uM1 and uM2 stand for the projections onto M1 along N1 and

onto M2 along N2, respectively, it follows easily that F has the matrix
[
F1 0
F3 F4

]
with respect

to the decomposition
HA = (L⊥n ⊕̃P )⊕̃N1

F−→M2⊕̃N2 = HA

where F1 is an isomorphism, so there exists an isomorphism V such that

HA = (L⊥n ⊕̃P )⊕̃N1
F−→ V (M2)⊕̃V (N2) = HA

is an MΦ+-decomposition for F. Then we have N1 � N2
∼= V (N2), so this is actually an

MΦ−′+ -decomposition for F. Hence we can proceed in the same way as in the proof of Lemma
2.0.45 to obtain the decomposition given above for the operator F + K. Now, since N1 is iso-
morphic to a closed submodule of N2, then clearly P ⊕̃N1 is isomorphic to a closed submodule
of F (P )⊕̃N2 as P ∼= F (P ). Therefore, (P ⊕̃N1) � (F (P )⊕̃N2). Since U ′1, U ′2 are isomorphisms,
then U ′1(P ⊕̃N1) � U ′2

−1(F (P )⊕̃N2), so (F +K) ∈MΦ−+
′
(HA). Similarly one proves the state-

ments forMΦ+
−
′
(HA).

Remark 3.4.15. Lemma 3.4.8 follows also from Proposition 3.4.12 and the first statement in
Lemma 3.4.14.

All the results about the classes M̃Φ
−
+(HA),M̃Φ

+

−(HA),MΦ−
′

+ (HA),MΦ+′

− (HA) such as
Lemma 3.4.7, Lemma 3.4.8, Lemma 3.4.9 and Lemma 3.4.14 are also valid for the class
MΦ0(HA) and can be proved in a similar way.

Lemma 3.4.16. The setsMΦ+(HA)\MΦ−′+ (HA),MΦ−(HA)\MΦ+′
− (HA),MΦ(HA)\MΦ0(HA)

are open.

Proof. Let F ∈MΦ+(HA) \MΦ−′+ (HA) and

HA = M1⊕̃N1
F−→M2⊕̃N2 = HA

be anMΦ+-decomposition for F. By the proof of Lemma 2.0.42 there exists an ε > 0 such that
if ‖ F −D ‖< ε, then D has anMΦ+−decomposition

HA = M ′
1⊕̃N1

′ D−→M ′
2⊕̃N ′2 = HA,

where M1
∼= M ′

1, N1
∼= N ′1,M2

∼= M ′
2 and N2

∼= N ′2. Suppose that D ∈ MΦ−′+ (HA). Then there
exists anMΦ−′+ −decomposition for D,

HA = M ′′
1 ⊕̃N ′′1

D−→M ′′
2 ⊕̃N ′′2 = HA,

which means in particular that N1
′′ is finitely generated and N1

′′ � N2
′′. By the proof of Lemma

2.0.43 there exists an n ∈ N and finitely generated Hilbert submodules P ′, P ′′ such that

HA = L⊥n ⊕̃(P ′⊕̃N ′1)
D−→ D(L⊥n )⊕̃(D(P ′)⊕̃V ′(N ′2)) = HA
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and
HA = L⊥n ⊕̃(P ′′⊕̃N ′′1 )

D−→ D(L⊥n )⊕̃(D(P ′′)⊕̃V ′′(N ′′2 )) = HA

are twoMΦ+−decompositions for D, where V and V ′′ are isomorphisms. It follows that

P ′⊕̃N ′1 ∼= P ′′⊕̃N ′′1 and D(P ′)⊕̃V ′(N ′2) ∼= D(P ′′)⊕̃V ′′(N ′′2 ).

Moreover, M ′
1
∼= L⊥n ⊕̃P ′,M ′′

1
∼= L⊥n ⊕̃P ′′,M ′

2
∼= D(L⊥n )⊕̃D(P ′),M ′′

2
∼= D(L⊥n )⊕̃D(P ′′), D(P ′) ∼=

P ′ and D(P ′′) ∼= P ′′. Since N ′′1 � N ′′2 , we get that

P ′′⊕̃N ′′1 � D(P ′′)⊕̃V ′′(N ′′2 ).

Hence we obtain that

P ′⊕̃N ′1 ∼= P ′′⊕̃N ′′1 � D(P ′′)⊕̃V ′′(N ′′2 ) ∼= D(P ′)⊕̃V ′(N ′2).

Now, we have M1
∼= M ′

1
∼= L⊥n ⊕ P ′ and M2

∼= M ′
2
∼= D(L⊥n )⊕̃D(P ′) ∼= L⊥n ⊕ P ′. Therefore,

there exist isomorphisms U1 and U2 such that

M1 = U1(L⊥n )⊕̃U1(P ′), M2 = U2(L⊥n )⊕̃U2(P ′).

With respect to the decomposition

HA = U1(L⊥n )⊕̃(U1(P ′)⊕̃N1)
F−→ F (U1(L⊥n ))⊕̃(F (U1(P ′)))⊕̃N2) = HA,

the operator F has the matrix
[
F1 0
0 F4

]
, where F1 is an isomorphism and F (U1(P ′)) ∼= P ′.

Hence, (F (U1(P ′)⊕̃N2)) ∼= D(P ′)⊕̃V ′(N ′2) since

F (U1(P ′)) ∼= P ′ ∼= D(P ′) and N2
∼= N ′2

∼= V ′(N ′2).

Moreover, U1(P ′)⊕̃N1
∼= P ′⊕̃N ′1 since N1

∼= N ′1 and U1 is an isomorphism. Since we have from
above that P ′⊕̃N ′1 � D(P ′)⊕̃V ′(N ′2), we deduce that U1(P ′)⊕̃N1 � F (U1(P ′))⊕̃N2. So

HA = U1(L⊥n )⊕̃(U1(P ′)⊕̃N1)
F−→ F (U1(L⊥n ))⊕̃(F (U1(P ′))⊕̃N2) = HA

is anMΦ−′+ -decomposition for F.We get a contradiction since we assumed that F /∈MΦ−′+ (HA).
Thus, we must have that D /∈MΦ−′+ (HA), which means thatMΦ+(HA) \MΦ−′+ (HA) is open.
The proofs of the other statements are similar.

Corollary 3.4.17. Let f : [0, 1]→ Ba(HA) be a continuous map such that f([0, 1]) ⊆MΦ±(HA).
Then
1) If f(0) ∈MΦ−′+ (HA), then f(1) ∈MΦ−′+ (HA).
2) If f(0) ∈MΦ+(HA) \MΦ−′+ (HA), then f(1) ∈MΦ+(HA) \MΦ−′+ (HA).
3) If f(0) ∈MΦ−′+ (HA), then f(1) ∈MΦ−′+ (HA).
4) If f(0) ∈MΦ+′

− (HA), then f(1) ∈MΦ+′
− (HA).

5) If f(0) ∈MΦ−(HA) \MΦ+′
− (HA), then f(1) ∈MΦ−(HA) \MΦ+′

− (HA).
6) If f(0) ∈MΦ0(HA), then f(1) ∈MΦ0(HA).
7) If f(0) ∈MΦ(HA) \MΦ0(HA), then f(1) ∈MΦ(HA) \MΦ0(HA).

Proof. By applying Lemma 3.4.16 we can proceed in the same way as in the proof of Corollary
3.3.5.

Theorem 3.4.18. [18, Theorem 5.10] Let F ∈ Ba(HA). The following statements are equiva-
lent:
1) F ∈MΦ−+

′
(HA),

2) There exist D ∈ Ba(HA), K ∈ K∗(HA) such that D is bounded below and F = D +K.

43



Chapter 3. Semi-C∗-Fredholm operators

Proof. 1)→ 2)
Let F ∈MΦ−+

′
(HA) and let

HA = M1⊕̃N1
F−→M2⊕̃N2 = HA

be a decomposition as given in the Definition 3.4.11, so that N1 is finitely generated, N1 � N2,
and F|M1

is an isomorphism onto M2. Since N1 is finitely generated, by the proof of Theorem
2.0.38 we may assume that M1 = N⊥1 . Let ι be the isomorphism from N1 onto a closed sub-
module ι(N1) ⊆ N2. Set D = F + (ι− F )PN1 , where PN1 is the orthogonal projection onto N1.
Note that ιPN1 is adjointable. Indeed, since ι : N1 → ι(N1) ⊆ N2 and N1 is self-dual being
finitely generated, then by Proposition 2.0.28, ι is adjointable. Moreover, since ι(N1) is finitely
generated being isomorphic to N1, it follows that ι(N1) is an orthogonal direct summand in
HA by Lemma 2.0.25. Hence the inclusion Jι(N1) : ι(N1) → HA is adjointable. Also, PN1

is adjointable, so ιPN1 = Jι(N1)ιPN1 ∈ Ba(HA). Then (ι − F )PN1 is in K ∈ K∗(HA) and, in
addition, D = F + (ι−F )PN1 = FPM1 + ιPN1 . Since F|M1

is an isomorphism from M1 onto M2,

ι is an isomorphism from N1 onto ι(N1) ⊆ N2 and HA = M2⊕̃N2, it follows that D is bounded
below as an isomorphism of HA onto M2⊕̃ι(N1), which is a closed submodule of HA. Moreover,
F = D + (F − ι)PN1 and (F − ι)PN1 is compact.
2)⇒ 1)
If D ∈ Ba(HA) is bounded below, then it follows from Theorem 2.0.20 that D ∈ MΦ−+

′
(HA).

Since K ∈ K∗(HA), by Lemma 3.4.14 we get that (D +K) ∈MΦ−+
′
(HA).

Proposition 3.4.19. [18, Proposition 5.11] We have the following:
1)F ∈MΦ−+

′
(HA)⇔ F ∗ ∈MΦ+

−
′
(HA),

2) F ∈ M̃Φ
−
+(HA)⇔ F ∗ ∈ M̃Φ

+

−(HA),
3) F ∈MΦ−+(HA)⇔ F ∗ ∈MΦ+

−(HA).

Proof. 1) Let F ∈MΦ−+
′
(HA) and choose a decomposition

HA = M1⊕̃N1
F−→M2⊕̃N2 = HA

with respect to which F has the matrix [
F1 0
0 F4

]
,

where F1 is an isomorphism, N1 � N2 and N1 is finitely generated. Again, by the proof of
Theorem 2.0.38, we may assume that M1 = N⊥1 . With respect to the decomposition

HA = N1
⊥ ⊕N1

F−→ F (N⊥1 )⊕ F (N⊥1 )⊥ = HA,

F has the matrix [
F̃1 F̃2

0 F̃4

]
,

where F̃1 is an isomorphism and F̃1, F̃2, F̃4 are adjointable, so

F ∗ =

[
F̃ ∗1 0

F̃ ∗2 F̃ ∗4

]
with respect to the decomposition

HA = F (N⊥1 )⊕ F (N⊥1 )⊥
F ∗−→ N1

⊥ ⊕N1 = HA.
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This follows from the proof of Theorem 3.1.2 part 1) implies 2). Since

M2 = F (M1) = F (N⊥1 ) and HA = F (N⊥1 )⊕ F (N⊥1 )⊥ = M2⊕̃N2,

we clearly have that F (N⊥1 )⊥ ∼= N2. Therefore, N1 � F (N⊥1 )⊥. Moreover, since F̃ ∗1 is an
isomorphism, F ∗ has the matrix [

˜̃F ∗1 0

0 F̃ ∗4

]
with respect to the decomposition

HA = F (N⊥1 )⊕ F (N⊥1 )⊥
F ∗−→ V −1(N1

⊥)⊕̃V −1(N1) = HA,

where V is an isomorphism and also, ˜̃F ∗1 is an isomorphism. Now, since V is an isomorphism
and there exists an isomorphism ι : N1 → ι(N1) ⊆ F (N⊥1 )⊥ (as N1 � F (N⊥1 )⊥), we get that
ιV : V −1(N1) → ι(N1) ⊆ F (N⊥1 )⊥ is an isomorphism, so V −1(N1) � F (N⊥1 )⊥. Moreover,
V −1(N1) finitely generated as N1 is so. Therefore, F ∗ ∈MΦ+

−
′
(HA).

Conversely, if F ∈MΦ+
−
′
(HA), let

HA = M1⊕̃N1
F−→M2⊕̃N2 = HA

be anMΦ+
−
′-decomposition for F, then N2 � N1 and N2 is finitely generated. By the proof of

Theorem 3.1.4 part 1)⇒ 2) F has the matrix[
F̃1 0

F̃3 F̃4

]
with respect to the decomposition

HA = N1
⊥ ⊕N1

F−→ N2
⊥ ⊕N2 = HA,

where F̃1, F̃3, F̃4 are adjointable and F̃1 is an isomorphism. Then F ∗ has the matrix[
F̃ ∗1 F̃ ∗2
0 F̃ ∗4

]
with respect to the decomposition

HA = N2
⊥ ⊕N2

F ∗−→ N1
⊥ ⊕N1 = HA,

and F̃ ∗1 is an isomorphism. Hence

F ∗ =

[
F̃ ∗1 0

0 ˜̃F ∗4

]
with respect to the decomposition

HA = U(N2
⊥)⊕̃U(N2)

F ∗−→ N1
⊥ ⊕N1 = HA,

where U is an isomorphism.
If ι : N2 ⇒ ι(N2) ⊆ N1 is an isomorphism, then ιU−1 : U(N2) → ι(N2) ⊆ N1 is also an
isomorphism, so U(N2) � N1. Thus, F ∗ ∈MΦ−+

′
(HA).

2) Use 1) together with the fact that

F ∈MΦ(HA)⇔ F ∗ ∈MΦ(HA)
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by Corollary 3.1.20 and the fact that

M̃Φ+
−(HA) =MΦ+

−
′
(HA) ∩MΦ(HA),

M̃Φ−+(HA) =MΦ−+
′
(HA) ∩MΦ(HA)

by Proposition 3.4.12.
3) Use 2) together with the fact that

F ∈MΦ+(HA) \MΦ(HA)⇔ F ∗ ∈MΦ−(HA) \MΦ(HA)

by Corollary 3.1.20 and the fact that

MΦ−+(HA) = M̃Φ−+(HA) ∪ (MΦ+(HA) \MΦ(HA)),

MΦ+
−(HA) = M̃Φ+

−(HA) ∪ (MΦ−(HA) \MΦ(HA))

by Definition 3.4.1.

Definition 3.4.20. [18, Definition 5.12] We set

Ma(HA) = {F ∈ Ba(HA) | F is bounded below },

Qa(HA) = {D ∈ Ba(HA) | D is surjective }.

Lemma 3.4.21. [18, Lemma 5.13] Let Ba(HA). Then F ∈ Ma(HA) if and only if F ∗ ∈
Qa(HA).

Proof. Let F ∈ Ma(HA). By the proof of Theorem 2.0.20, as ImF is closed in this case, we
have that ImF ∗ is also closed. Moreover, by the proof of Theorem 2.0.20, since ImF ∗ is closed,
we also have HA = kerF ⊕ ImF ∗. Since kerF = {0}, it follows that HA = ImF ∗.
Conversely, if F ∗ ∈ Qa(HA), then kerF = ImF ∗⊥ = {0}, so F is injective. Moreover, since
ImF ∗ = HA, which is closed, then ImF is closed also, (again by the proof of Theorem 2.0.20).
By the Banach open mapping theorem, it follows that F is an isomorphism from HA onto its
image. Thus, F is bounded below.

Corollary 3.4.22. [18, Corollary 5.14] Let D ∈ Ba(HA). The following statements are equiv-
alent:
1) D ∈MΦ+

−
′
(HA),

2) There exist Q ∈ Qa(HA), K ∈ K∗(HA) such that D = Q+K.

Proof. Follows from Theorem 3.4.18, Proposition 3.4.19 part 1) and Lemma 3.4.21 by passing
to the adjoints.

Corollary 3.4.23. MΦ−
′

+ (HA) andMΦ+′

− (HA) are semigroups under the multiplication.

Proof. By using the fact that a composition of two operators that are bounded below is an
operator that is bounded below and a composition of two surjective operators is a surjective
operator, together with the fact that K∗(HA) is a two sided ideal in Ba(HA), we deduce the
statement from Theorem 3.4.18 and Corollary 3.4.22.

Remark 3.4.24. By using Corollary 3.4.23 together with Proposition 3.4.12 and with the fact
thatMΦ(HA) is also a semigrop under the multiplication, we can directly deduce Lemma 3.4.7
without proving it separately.
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Recalling that the sets Ma(HA) and Qa(HA) are open in the norm topology, it follows from
Theorem 3.3.1 that the sets

Ma(HA) \MΦ−(HA) = Ma(HA) ∩ (MΦ+(HA) \MΦ−(HA)),

Qa(HA) \MΦ−(HA) = Qa(HA) ∩ (MΦ−(HA) \MΦ+(HA))

are also open in the norm topology, which is an analogue of [56, Lemma 1.6.6] in the setting of
operators on Hilbert C∗-modules. Moreover, this holds for arbitrary Hilbert C∗-modules and
not just HA.

The next theorem can be proved in a similar way as Theorem 3.4.18.

Theorem 3.4.25. Let Ba(HA). Then the following statements are equivalent:
1) F ∈MΦ0(HA),
2) There exist an invertible D ∈ Ba(HA) and K ∈ K∗(HA) such that F = D +K.

Proposition 3.4.26. Let F ∈MΦ−
′

+ (HA)∩MΦ+′

− (HA). Then there exists anMΦ-decomposition

HA = M1⊕̃N1
F−→M2⊕̃N2 = HA

for F with the property that N1 � N2 and N2 � N1.

Proof. Let
HA = M1⊕̃N1

F−→M2⊕̃N2 = HA,

HA = M ′
1⊕̃N ′1

F−→M ′
2⊕̃N ′2 = HA

be an MΦ−
′

+ and an MΦ+′

− -decomposition for F, respectively. By Corollary 3.1.12 it follows
that both these decompositions are actually MΦ-decompositions for F. Hence, both N1 and
N ′1 are finitely generated. Therefore, by Theorem 2.0.34 there exists an n ∈ N such that
HA = L⊥n ⊕̃P ⊕̃N1 = L⊥n ⊕̃P ′⊕̃N ′1. By the proof of Lemma 2.0.43 given in [38], there exists then
isomorphisms V and V ′ such that

HA = L⊥n ⊕̃(P ⊕̃N1)
F−→ F (L⊥n )⊕̃(F (P )⊕̃V (N2) = HA,

HA = L⊥n ⊕̃(P ′⊕̃N ′1)
F−→ F (L⊥n )⊕̃(F (P ′)⊕̃V ′(N ′2) = HA

are two MΦ-decompositions for F and moreover, P ∼= F (P ), P ′ ∼= F (P ′). Since N1 � N2,
we get that (P ⊕̃N1) � (F (P )⊕̃V (N2)). Similarly, we have (F (P ′)⊕̃V ′(N ′2)) � (P ′⊕̃N ′1) since
N ′2 � N ′1. Finally,

P ⊕̃N1
∼= P ′⊕̃N ′1, F (P )⊕̃V (N2) ∼= F (P ′)⊕̃V ′(N ′2).

Hence, (F (P )⊕̃V (N2)) � (P ⊕̃N1).

3.5 Non-adjointable semi-C∗-Fredholm operators
We define now general, (not necessarily adjointable) semi-A-Fredholm operators in exactly the
same way as adjointable semi-A-Fredholm operators, only without assuming adjointablity.
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Definition 3.5.1. Let F ∈ B(HA), where B(HA) is the set of all bounded, ( not necessarily
adjointable ) A-linear operators on HA. We say that F is an upper semi-A-Fredholm operator
if there exists a decomposition

HA = M1⊕̃N1
F−→M2⊕̃N2 = HA

with respect to which F has the matrix

[
F1 0
0 F4

]
,

where F1 is an isomorphism, M1,M2, N1, N2 are closed submodules of HA and N1 is finitely
generated. Similarly, we say that F is a lower semi-A-Fredholm operator if all the above
conditions hold except that in this case we assume that N2 ( and not N1 ) is finitely generated.

Set

M̂Φl(HA) = {F ∈ B(HA) | F is upper semi-A-Fredholm },

M̂Φr(HA) = {F ∈ B(HA) | F is lower semi-A-Fredholm },

M̂Φ(HA) = {F ∈ B(HA) | F is A-Fredholm operator on HA}.

Then, by definition we have

MΦ+(HA) = M̂Φl(HA) ∩Ba(HA),

MΦ−(HA) = M̂Φr(HA) ∩Ba(HA)

and
MΦ(HA) = M̂Φ(HA) ∩Ba(HA).

Remark 3.5.2. Recall Definition 2.0.59. If

HA = M1⊕̃N1
F−→M2⊕̃N2 = HA,

is an inner (Noether) decomposition for the operator F in B(HA), it follows from the proof of

Lemma 2.0.42 that F has the matrix
[
F1 0

0 F̃4

]
with respect to the decomposition

HA = U(M1)⊕̃U(N1)
F−→M2⊕̃N2 = HA,

where F1 and U are isomorphisms. Obviously, such operators are invertible in B(HA)/K(HA).

Set

M̂Φ−(HA) = {G ∈ B(HA) | there exist closed submodules M,N,M ′ of HA

such that HA = M⊕̃N,N is finitely generated and G|M′ is an isomorphism onto M}.

We have the following lemma.

Lemma 3.5.3. It holds that M̂Φ−(HA) = M̂Φr(HA).
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Proof. Obviously, we have M̂Φr(HA) ⊆ M̂Φ−(HA), so it suffices to prove the opposite inclu-
sion. Let G ∈ M̂Φ−(HA) and choose Hilbert submodulesM,N andM ′ such that HA = M⊕̃N,
N is finitely generated and G|M′ is an isomorphism onto M. We wish to show that

HA = M ′⊕̃G−1(N).

To this end, choose an x ∈ HA. Since HA = M⊕̃N, there exist some m ∈ M and n ∈ N such
that Gx = m + n. Now, since G|M′ is an isomorphism onto M, there exists an m′ ∈ M ′ such
that Gm′ = m. So, we have Gx = Gm′ + n. On the other hand, Gx = Gm′ + G(x − m′),
hence n = G(x − m′). It follows that x − m′ ∈ G−1(N) and x = m′ + (x − m′), which gives
HA = M ′+G−1(N). Finally, M ′∩G−1(N) = {0} because G(M ′) = M, M ∩N = {0} and G|M′
is an isomorphism, thus injective.

Therefore, G has the matrix
[
G1 0
0 G4

]
with respect to the decomposition

HA = M ′⊕̃G−1(N)
G−→M⊕̃N = HA,

where G1 is an isomorphism.

Clearly, any operator F ∈ M̂Φl(HA) is also left invertible in B(HA)/K(HA), whereas any
operator G ∈ M̂Φr(HA) is right invertible in B(HA)/K(HA). The converse also holds.

Proposition 3.5.4. [19, Proposition 2.3] We have the following.
1) If F is left invertible in B(HA)/K(HA), then F ∈ M̂Φl(HA).

2) If F is right invertible in B(HA)/K(HA), then F ∈ M̂Φr(HA).

Proof. Suppose that GF = I +K for some G,F ∈ B(HA) and K ∈ K(HA). Let

HA = M1⊕̃N1
GF−→M2⊕̃N2 = HA

be an M̂Φ-decomposition for GF. Since GF|M1 is an isomorphism onto M2, it is readily verified
that F|M1 is an isomorphism onto F (M1) and G|F (M1) is an isomorphism onto M2. From the
proof of Lemma 3.5.3 it follows that HA = F (M1)⊕̃G−1(N2). Since M1⊕̃N1

GF−→ M2⊕̃N2 is an

M̂Φ-decomposition for GF, we must have that F has the matrix
[
F1 0
0 F4

]
with respect to the

decomposition HA = M1⊕̃N1
F−→ F (M1)⊕̃G−1(N2) = HA and G has the matrix

[
G1 0
0 G4

]
with respect to the decomposition

HA = F (M1)⊕̃G−1(N2)
G−→M2⊕̃N2 = HA,

where F1 and G1 are isomorphisms.

Corollary 3.5.5. [19, Corollary 2.4] The sets M̂Φl(HA) and M̂Φr(HA) are closed under the
multiplication.

The next lemma can be proved in the similar way as Proposition 3.5.4.

Lemma 3.5.6. Let M be a Hilbert C∗-module and F,G ∈ B(M). Suppose that there exists a
decomposition

M = M1⊕̃N1
GF−→M2⊕̃N2 = M
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with respect to which GF has the matrix
[

(GF )1 0
0 (GF )4

]
, where (GF )1 is an isomorphism.

Then we have M = F (M1)⊕̃G−1(N2) and moreover, with respect to the decompositions

M = M1⊕̃N1
F−→ F (M1)⊕̃G−1(N2) = M,

M = F (M1)⊕̃G−1(N2)
G−→M2⊕̃N2 = M,

the operators F and G have the matrices
[
F1 0
0 F4

]
and

[
G1 0
0 G4

]
, respectively, where F1

and G1 are isomorphisms.

We recall now that Lemma 3.1.8, Corollary 3.1.10 and Corollary 3.1.12 are also valid in
the case of non-adjointable operators. Moreover, Lemma 3.5.6 is valid in the case of general
bounded linear operators on arbitrary Banach spaces.

Corollary 3.5.7. The analogue of Corollary 3.1.15 holds in the case of non-adjointable oper-
ators on arbitrary Hilbert C∗-modules.

Proof. Suppose that M is a Hilbert C∗-module and DF ∈ M̂Φl(M). If

M = M1⊕̃N1
DF−→M2⊕̃N2 = M

is an M̂Φl-decomposition for DF, then, by Lemma 3.5.6 , F has the matrix
[
F1 0
0 F4

]
with

respect to the decomposition

M = M1⊕̃N1
F−→ F (M1)⊕̃D−1(N2) = M,

whereas D has the matrix
[
D1 0
0 D4

]
with respect to the decomposition

M = F (M1)⊕̃D−1(N2)
D−→M2⊕̃N2 = M,

where F1 and D1 are isomorphisms. Since N1 is finitely generated, the first statement follows.
The proof of the second statement is similar.

Corollary 3.5.8. The analogue of Corollary 3.1.16 holds in the case of non-adjointable oper-
ators on arbitrary Hilbert C∗-modules.

Proof. Let M be a Hilbert C∗-module and DF ∈ M̂Φl(M). Suppose that F ∈ M̂Φ(M) and
let

M = M1⊕̃N1
DF−→M2⊕̃N2 = M

be an M̂Φl-decomposition for DF. By Lemma 3.5.6 we have that

M = M1⊕̃N1
F−→ F (M2)⊕̃D−1(N2) = M

is an M̂Φl-decomposition for F and D has the matrix
[
D1 0
0 D4

]
with respect to the decom-

position
M = F (M1)⊕̃D−1(N1)

D−→M2⊕̃N2 = M,

where D1 is an isomorphism. Now, since

M = M1⊕̃N1
F−→ F (M1)⊕̃D−1(N2) = M
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is an M̂Φl-decomposition for F, from Corollary 3.1.12 it follows that D−1(N2) must be finitely
generated since F ∈ M̂Φ(M). Hence,

M = F (M1)⊕̃D−1(N2)
D−→M2⊕̃N2 = M

is an M̂Φl-decomposition forD, soD ∈ M̂Φl(M). By applying Corollary 3.1.12 on the operator
D instead of F and using the similar arguments, we obtain the second statement in the corollary.

Corollary 3.5.9. The analogue of Corollary 3.1.17 holds in the setting of non-adjointable
operators on arbitrary Hilbert C∗-modules.

Proof. Let M be a Hilbert C∗-module and D,F ∈ B(M). Suppose that D ∈ M̂Φl(M) and
DF ∈ M̂Φ(M). If

M = M1⊕̃N1
DF−→M2⊕̃N2 = M

is an M̂Φ-decomposition for DF, then, by Lemma 3.5.6, we have that

M = F (M1)⊕̃D−1(N2)
D−→M2⊕̃N2 = M

is an M̂Φr-decomposition for D. Hence, by Corollary 3.1.10 we get that

D ∈ M̂Φr(M) ∩ M̂Φl(M) = M̂Φ(M).

In the similar way we can deduce the second statement of Corollary 3.1.17.

Corollary 3.5.10. The analogue of Corollary 3.1.18 holds in the settings of non-adjointable
operators on arbitrary Hilbert C∗-modules.

Proof. Let M be a Hilbert C∗-module. Suppose that D ∈ M̂Φ(M) and DF ∈ M̂Φ(M). If

M = M1⊕̃N1
DF−→M2⊕̃N2 = M

is an M̂Φ-decomposition for DF, then, by Lemma 3.5.6,

M = F (M1)⊕̃D−1(N2)
D−→M2⊕̃N2 = M

is an M̂Φr-decomposition for D. Since D ∈ M̂Φ(M), by Corollary 3.1.12 we have that D−1(N2)
is finitely generated. It follows by Lemma 3.5.6 that

M = M1⊕̃N1
F−→ F (M1)⊕̃D−1(N2) = M

is an M̂Φ-decomposition for F, so F ∈ M̂Φ(M).

The case when F ∈ M̂Φ(M) and DF ∈ M̂Φ(M) can be treated similarly.

Many of the results on adjointable semi-A-Fredholm operators that are presented so far
can in a similar be proved for non-adjointable semi-A-Fredholm operators. However, for non-
adjointable operators we do not have Theorem 2.0.20 at disposition. Therefore, we now need to
give different proofs or to slightly modify the statements in the results where we apply Theorem
2.0.20 in order to hold in the case of non-adjointable semi-A-Fredholm operators.

In the next results we always assume thatM is a Hilbert C∗-module over a unital C∗-algebra.
The next proposition is a modified version of [19, Proposiotion 3.1].
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Proposition 3.5.11. Let F ∈ B(M). If F ∈ M̂Φl(M) and ImF is closed, then kerF and
ImF are complementable in M.

In this case F has the matrix
[
F1 0
0 0

]
with respect to the decomposition

M = kerF ◦⊕̃ kerF
F−→ ImF ⊕̃ImF ◦ = M,

where F1 is an isomorphism and kerF ◦, ImF ◦ denote the complements of kerF and ImF,
respectively. If F ∈ M̂Φ(M) and ImF is closed, then the index of F is well-defined.

Proof. Let
M = M1⊕̃N1

F−→M2⊕̃N2 = M

be an M̂Φl-decomposition for F. If ImF is closed, then it is easy to see that F (N1) must be
closed. This is because F (N1) = ImF ∩ N2. Indeed, if y ∈ ImF ∩ N2, then y = Fx for some
x ∈ F−1(N2). However, by Lemma 3.1.3 we have F−1(N2) = N1, hence x ∈ N1, which gives
y ∈ F (N1), so ImF ∩ N2 ⊆ F (N1). The opposite inclusion is obvious. Since N1 is self-dual,
by Proposition 2.0.28 we have that F|N1

is adjointable. Thus we are in the position to apply
Theorem 2.0.20 to deduce that

N1 = kerF ⊕ Ñ1 and N2 = F (Ñ1)⊕ Ñ2

for some closed submodules Ñ1 and Ñ2. Then we get

M = M2⊕̃F (Ñ1)⊕̃Ñ2 = ImF ⊕̃Ñ2,

so ImF is complementable in M. Moreover, M = M1⊕̃Ñ1⊕̃ kerF, so kerF is also comple-

mentable inM. It follows by the Banach open mapping theorem that F has the matrix
[
F1 0
0 0

]
with respect to the decomposition

M = kerF ◦⊕̃ kerF
F−→ ImF ⊕̃ImF ◦ = M,

where F1 is an isomorphism. Since N1 is finitely generated, then kerF is finitely generated as
a direct summand in N1 and similarly, if N2 is finitely generated, then ImF ◦ = M̃2 is finitely
generated.

Finally, Ñ1
∼= F (Ñ1), so, in the case when

M = M1⊕̃N1
F−→M2⊕̃N2 = M

is an M̂Φ-decomposition for F, we have [N1] − [N2] = [kerF ] − [ImF ◦]. Although ImF can
have several different complemented submodules in M, it is clear that they are all mutually
isomorphic to each other, hence the index of F is well-defined in this case.

Corollary 3.5.12. If F ∈ M̂Φl(M) \ M̂Φ(M) and ImF is closed, then the complement of
ImF is not finitely generated.

Proposition 3.5.13. [19, Proposition 3.2] If F ∈ M̂Φr(M) and ImF is closed and comple-
mentable in M, then the decomposition from Proposition 3.5.11 exists for the operator F. In this
case, instead of kerF, we have that ImF ◦ is finitely generated where ImF ◦ is the complement
of ImF.
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Proof. Suppose that F ∈ M̂Φr(M). Let

M = M1⊕̃N1
F−→M2⊕̃N2 = M

be an M̂Φr-decomposition for F. Then N2 is finitely generated. Since ImF is closed by as-
sumption, it follows that F (N1) is closed by the same arguments as in the proof of Proposition
3.5.11. As ImF is complementable by assumption, we obtain that F (N1) is complementable
in N2.
More precisely, we have

M = ImF ⊕̃ImF ◦ = M2⊕̃F (N1)⊕̃ImF ◦,

where ImF ◦ stands for the complement of ImF. Hence, F (N1) is complementable in M, so,
by Lemma 2.0.66, F (N1) is complementable in N2 since F (N1) ⊆ N2. Therefore, F (N1) is
finitely generated projective, being a direct summand in a finitely generated, projective module
N2. Since the operator F|N1

: N1 → F (N1) is an epimorphism, there exists a decomposition
N1 = N ′1⊕̃ kerF, where N ′1 ∼= F (N1).

Corollary 3.5.14. If F ∈ M̂Φr(M) \ M̂Φ(M) and in addition ImF is closed and comple-
mentable, then kerF is not finitely generated.

Corollary 3.5.15. Let F ∈ B(M) and suppose that F is regular, that is ImF is closed and
kerF, ImF are complementable. Then the following statements hold.
a) F ∈ M̂Φl(M) if and only if kerF is finitely generated.
b) F ∈ M̂Φr(M) if and only if the complement of ImF is finitely generated.

Lemma 3.5.16. Let F ∈ B(HA) and suppose that F is a regular operator. If F ∈ M̂Φl(HA)

or if F ∈ M̂Φr(HA), then ImF ∼= HA.

Proof. Consider the decomposition

HA = kerF ◦⊕̃ kerF
F−→ ImF ⊕̃ImF ◦ = HA.

If F ∈ M̂Φl(HA), then by Corollary 3.5.15. kerF is finitely generated. By Lemma 2.0.25 we
haveHA = kerF⊥⊕kerF and then, by the Dupre-Filmore Theorem 2.0.15, we get kerF⊥ ∼= HA.
Hence we deduce that

ImF ∼= kerF ◦ ∼= kerF⊥ ∼= HA.

If F ∈ M̂Φr(HA), then by Corollary 3.5.15 ImF ◦ is finitely generated. By the same
arguments as above we obtain ImF ∼= (ImF ◦)⊥ ∼= HA.

Inspired by Definition 2.0.61 we give now the following definition which is a slightly modified
version of [21, Definition 13].

Definition 3.5.17. Let F ∈ B(HA). We say that F admits an upper external (Noether)
decomposition if there exist closed C∗-modules X1, X2 and bounded A−linear operators E2,
E3 such that the matrix operator

F0 =

[
F E2

E3 0

]
: HA ⊕X1 → HA ⊕X2

is an invertible operator and X2 is finitely generated. Similarly we say that F admits a lower
external (Noether) decomposition if all the above conditions hold, only in this case we assume
that X1 (and not X2) is finitely generated.
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The next proposition is a slightly modified version of [21, Proposition 5].

Proposition 3.5.18. Let F ∈ B(HA). Then F ∈ M̂Φl(HA) if and only if F admits an upper
external (Noether) decomposition and similarly, F ∈ M̂Φr(HA) if and only if F admits a lower
external (Noether) decomposition.

Proof. Suppose that F admits an upper external (Noether) decomposition. If G0 = F−1
0 and

G0 has the matrix
[
G1 G2

G3 G4

]
with respect to the decomposition HA⊕X2

G0−→ HA⊕X1, then

by the same arguments as in the proof of Theorem 2.0.62 we deduce that idX2 = E3G2 and
idX1 = G3E2. By Lemma 3.5.6 we get

HA = ImG2⊕̃ kerE3 = ImE2⊕̃ kerG3.

Hence we may let

M1 = kerE3, N1 = ImG2,M2 = kerG3, N2 = ImE2

and proceed as in the proof of Theorem 2.0.62.
The proof for the case when F admits lower external (Noether) decomposition is similar.
The proof for the implication in the other direction is exactly the same as the proof of

Theorem 2.0.62.

Notice that Definition 3.5.17 and Proposition 3.5.18 can be generalized from the standard
module case to arbitrary Hilbert C∗−modules.

The next three lemmas present a generalization of [56, Theorem 1.2.7] in the setting of
operators on Hilbert C∗−modules.

Lemma 3.5.19. [18, Lemma 2.13] Suppose that D,F ∈ B(HA) DF ∈ M̂Φl(HA) and ImF is
closed. Then DJImF ∈ M̂Φl(ImF,HA).

Proof. Let
HA = M1⊕̃N1

DF−→M2⊕̃N2 = HA

be a decomposition with respect to which DF has the matrix[
(DF )1 0

0 (DF )4

]
,

where (DF )1 is an isomorphism and N1 is finitely generated. By Lemma 3.5.6 we have that
HA = F (M1)⊕̃D−1(N2). Hence, by Lemma 2.0.66, we get that

ImF = F (M1)⊕̃(D−1(N2) ∩ ImF ).

With respect to the decomposition

ImF = F (M1)⊕̃(D−1(N2) ∩ ImF )
DJImF−→ M2⊕̃N2 = HA,

DJImF has the matrix

[
(DJImF )1 0

0 (DJImF )4

]
,

where (DJImF )1 is an isomorphism. Now, since DF has the matrix
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[
(DF )1 0

0 (DF )4

]
with respect to the decomposition

HA = M1⊕̃N1
DF−→M2⊕̃N2 = HA,

by Lemma 3.5.6 it follows that F has the matrix
[
F1 0
0 F4

]
with respect to the decomposition

HA = M1⊕̃N1
F−→ F (M1)⊕̃D−1(N2) = HA,

where F1 is an isomorphism. By the same arguments as in the proof of Proposition 3.5.11
we get that D−1(N2) ∩ ImF = F (N1) which is finitely generated by Remark 2.0.68. We are
done.

Lemma 3.5.20. [21, Lemma 7] Let V be a finitely generated Hilbert submodule of HA and
F ∈ B(HA). Suppose that PV ⊥F ∈ M̂Φ(HA, V

⊥), where PV ⊥ denotes the orthogonal projection
onto V ⊥ along V. Then F ∈ M̂Φr(HA).

Proof. Since V is finitely generated, by Lemma 2.0.25 it follows that V is an orthogonal direct
summand in HA, so HA = V ⊕ V ⊥. Consider the decomposition

HA = M1⊕̃N1

P
V⊥F−→ M2⊕̃N2 = V ⊥

with respect to which PV ⊥F has the matrix[
(PV ⊥F )1 0

0 PV ⊥F )4

]
,

where N1, N2 are finitely generated Hilbert submodules and (PV ⊥F )1 is an isomorphism. Since
(PV ⊥F )1 = P V ⊥

M2
PV ⊥F|M1

, where P V ⊥
M2

stands for the projection of V ⊥ onto M2 along N2, it
follows that P V ⊥

M2
PV ⊥F|M1

is an isomorphism of M1 onto M2. However, HA = M2⊕̃N2⊕̃V, so
P V ⊥
M2
PV ⊥ = PM2 , where PM2 stands for the projection of HA onto M2 along N2 ⊕ V. Hence, F

has the matrix [
F1 F2

F3 F4

]
with respect to the decomposition

HA = M1⊕̃N1
F−→M2⊕̃(N2⊕̃V ) = HA,

where F1 = PM2F|M1
is an isomorphism. Then, with respect to the decomposition

HA = U1(M1)⊕̃U1(N1)
F−→ U−1

2 (M2)⊕̃U−1
2 (N2⊕̃V ) = HA,

F has the matrix [
F̃1 0

0 F̃4

]
,

where U1, U2 and F̃1 are isomorphisms. Now, N2⊕̃V is finitely generated, hence, U−1
2 (N2⊕̃V )

is finitely generated .
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Lemma 3.5.21. [21, Lemma 8] Let G,F ∈ B(HA) and suppose that ImG is closed. Assume
in addition that kerG and ImG are complementable in HA. If GF ∈ M̂Φr(HA), then

uF ∈ M̂Φr(HA, N),

where kerG⊕̃N = HA and u denotes the projection onto N along kerG.

Proof. Let HA = M1⊕̃N1
GF−→M2⊕̃N2 = HA be an M̂Φr-decomposition for GF. From Lemma

3.5.6 it follows that F and G have the matrices
[
F1 0
0 F4

]
and

[
G1 0
0 G4

]
with respect to

the decompositions
HA = M1⊕̃N1

F−→ F (M1)⊕̃G−1(N2) = HA,

HA = F (M1)⊕̃G−1(N2)
G−→M2⊕̃N2 = HA,

respectively, where F1 and G1 are isomorphisms.
Since kerG⊕̃N = HA and kerG ⊆ G−1(N2), by Lemma 2.0.66 we get that

G−1(N2) = kerG⊕̃(G−1(N2) ∩N).

As ImG is closed and HA = F (M1)⊕̃(G−1(N2)∩N)⊕̃ kerG, we get that G|(G−1(N2)∩N)⊕̃F (M1))

is an isomorphism onto ImG by the Banach open mapping theorem. Thus,

ImG = M2⊕̃G(G−1(N2) ∩N).

Since ImG is complementable in HA, we have that G(G−1(N2) ∩ N) is complementable
in HA. As G(G−1(N2) ∩ N) ⊆ N2, it follows that G(G−1(N2) ∩ N) is complementable in N2

by Lemma 2.0.66. However, N2 is finitely generated, hence, G(G−1(N2) ∩N) must be finitely
generated as a direct summand in N2. Therefore, G−1(N2) ∩ N is finitely generated, being
isomorphic to G(G−1(N2) ∩N).

With respect to the decompositionM1⊕̃N1
F−→ F (M1)⊕̃G−1(N2), F has the matrix

[
F1 0
0 F4

]
,

where F1 is an isomorphism. Moreover, since

HA = F (M1)⊕̃(G−1(N2) ∩N)⊕̃ kerG,

it follows that u|(F (M1)⊕̃(G−1(N2)∩N))
is an isomorphism onto N (recall that u is the projection

onto N along kerG). Therefore, we get that

N = u(F (M1))⊕̃(G−1(N2) ∩N).

It is then easy to see that uF has the matrix
[

(uF )1 0
0 (uF )4

]
with respect to the decompo-

sition
HA = M1⊕̃N1

uF−→ u(F (M1))⊕̃(G−1(N2) ∩N) = N,

where (uF )1 is an isomorphism. Now, G−1(N2) ∩N is finitely generated.

Lemma 3.5.22. Let F ∈ M̂Φr(HA) and suppose that

HA = M1⊕̃N1
F−→M2⊕̃N2 = HA,

HA = M ′
1⊕̃N ′1

F−→M ′
2⊕̃N ′2 = HA,

are two M̂Φr-decompositions for F. Then there exist some finitely generated, closed submodules
P and P ′ such that P ⊕N1

∼= P ′ ⊕N ′1.
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Proof. Let HA = M1⊕̃N1
F−→M2⊕̃N2 = HA be an M̂Φr-decomposition for F. As in the proof

of Lemma 2.0.43 we may without loss of generality assume that

M2 = L⊥n ⊕ P,Ln = P ′⊕̃pn(N ′2), P ′ = M ′
2 ∩ Ln, pn(N ′2) ∼= N ′2

for some n ∈ N and some finitely generated Hilbert submodules P, P ′, where pn denotes the
orthogonal projection onto Ln. Indeed, from Theorem 2.0.34 it follows that there exists an
n ∈ N such that HA = L⊥n ⊕̃P ⊕̃N2 for some finitely generated Hilbert submodule P. If we let
u denote the projection onto L⊥n ⊕̃P along N2 and the operator V be given by the operator

matrix
[
u 0
0 1

]
with respect to the decomposition

HA = M2⊕̃N2
V−→ L⊥n ⊕̃P ⊕̃N2 = HA,

then V is an isomorphism. Hence V F ∈ M̂Φr(HA) and

HA = M1⊕̃N1
V F−→ (L⊥n ⊕̃P )⊕̃N2 = HA

is an M̂Φr-decomposition for V F. Moreover,

HA = M ′
1⊕̃N ′1

V F−→ V (M ′
2)⊕̃V (N ′2) = HA

is also an M̂Φr-decomposition for V F, since V is an isomorphism. Now, since V (N
′
2) is finitely

generated, by Theorem 2.0.34 there exists an m ≥ n such that Lm = P
′⊕̃pm(V (N

′
2)) where

P
′
= V (M

′
2)∩Lm and pm(V (N

′
2)) ∼= V (N

′
2). Then L⊥n ⊕̃P = L⊥m⊕̃P̃ , where P̃ = P ⊕ (Lm∩L⊥n ).

By considering the operator V F instead F, we see that we may in fact without loss of generality
assume that M2 = L⊥n ⊕ P, Ln = P

′⊕̃pn(N
′
2) for some n ∈ N, where P ′ = M

′
2 ∩ Ln and

pn(N
′
2) ∼= N

′
2.

Therefore, we obtain that

HA = L⊥n ⊕̃P ⊕̃N2 = L⊥n ⊕̃P ′⊕̃N ′2.

We put F1 = F|M1
, F ′1 = F|M′1

and claim that HA = F−1
1 (L⊥n )⊕̃F ′1

−1(P ′)⊕̃N ′1. Indeed, let
x ∈ HA. Then Fx = y + y′ + z′2 for some y ∈ L⊥n , y

′ ∈ P ′ and z′2 ∈ N ′2. Since F1 is an
isomorphism of F−1

1 (L⊥n ) onto L⊥n and F ′1 is an isomorphism of F ′1
−1(P ′) onto P ′, there exist some

u ∈ F−1
1 (L⊥n ) and v ∈ F ′1

−1(P ′) such that y = F1u and y′ = F ′1v. Hence, Fx = F1u+ F ′1v + z′2.
It follows that

z′2 = Fx− F1u− F ′1v = F (x− u− v) ∈ ImF ∩N ′2.

Hence, (x− u− v) ∈ F−1(N ′2). Since F has the matrix
[
F ′1 0
0 F ′4

]
with respect to the decom-

position
HA = M ′

1⊕̃N ′1
F−→M ′

2⊕̃N ′2 = HA,

where F ′1 is an isomorphism, by Lemma 3.1.3 it follows that F−1(N ′2) = N ′1. Now,

x = (x− u− v) + u+ v, u ∈ F−1
1 (L⊥n ), v ∈ F ′1

−1
(P ′), (x− u− v) ∈ F−1(N ′2) = N ′1.

Since x ∈ HA was arbitrary, it follows that HA = F−1
1 (L⊥n ) + F ′1

−1(P ′) + N ′1. Moreover, since
the submodules F−1

1 (L⊥n ), F ′1
−1(P ′), N ′1 obviously mutually intersects trivially (here we also use

that F|
L⊥n

and F|P ′ are isomorphisms, thus injective ), it follows that

HA = F−1
1 (L⊥n )⊕̃F ′1

−1
(P ′)⊕̃N ′1.

Hence, as we also have HA = F−1
1 (L⊥n )⊕̃F−1

1 (P )⊕̃N1, it follows that

F−1
1 (P )⊕̃N1

∼= F ′1
−1

(P ′)⊕̃N ′1.

57



Chapter 3. Semi-C∗-Fredholm operators

Remark 3.5.23. The proof of Lemma 3.5.22 is exactly the same as the proof of [21, Lemma 9].
Remark 3.5.24. Lemma 3.1.13 holds also for non-adjointable operators. Indeed, if P ∈ B(HA)

and P a projection with finitely generated kernel, then P ∈ M̂Φ(HA). If in addition we have
F ∈ M̂Φ(HA), then by Corollary 3.5.5 we get PFP ∈ M̂Φ(HA). Let

HA = M1⊕̃N1
PFP−→ M2⊕̃N2 = HA

be an M̂Φ-decomposition for PFP. By Lemma 3.5.6 we have that both P (M1) and PF (M1)
are closed and complementable in HA. Indeed,

HA = P (M1)⊕̃(PF )−1(N2) = PF (M1)⊕̃P−1(N2).

By Lemma 2.0.66 it follows then that P (M1) and PF (M1) are complementable in ImP. Hence,
by applying these facts instead of Theorem 2.0.20 we can proceed in the same way as in the
proof of Lemma 3.1.13.

3.6 Non-adjointable semi-C∗-Weyl operators
Recall now Definition 3.4.11 of the classes MΦ−′+ (HA),MΦ+′

+ (HA). We are going to use the
same notation here, only without assuming the adjointability of operators.

Lemma 3.6.1. [21, Lemma 10] Let F ∈ B(HA). Then F admits an upper external (Noether)
decomposition with the property that X2 � X1 if and only if F ∈ MΦ−′+ (HA). Similarly, F
admits a lower external (Noether) decomposition with the property that X1 � X2 if and only if
F ∈MΦ−′+ (HA).

Proof. The statements can be shown in a similar way as in the proof of Proposition 3.5.18.

Lemma 3.6.2. [21, Lemma 11] Let F ∈ MΦ+′
− (HA). Then F + K ∈ MΦ+′

− (HA) for all
K ∈ K(HA).

Proof. Let HA = M1⊕̃N1
F−→ M2⊕̃N2 = HA be an MΦ+′

− -decomposition for F. Then N2 is
finitely generated and N2 � N1. We may assume that

N2 ⊆ Ln, Ln = N2⊕̃P and M2 = L⊥n ⊕ P

for some n ∈ N and some finitely generated Hilbert submodule P. Indeed, by the proof of
Theorem 2.0.34, Ln = (M2 ∩ Ln)⊕̃pn(N2) where pn(N2) ∼= N2. Hence we get

HA = L⊥n ⊕̃P ⊕̃pn(N2) = L⊥n ⊕̃P ⊕̃N2

where P = M2 ∩ Ln. Let u denote the projection onto L⊥n ⊕̃P along N2 and V =

[
u 0
0 pn

]
with respect to the decomposition

HA = M2⊕̃N2 −→ (L⊥n⊕P )⊕̃pn(N2) = HA.

Then V is an isomorphism, hence,

HA = M1⊕̃N1
V F−→ (L⊥n⊕P )⊕̃pn(N2) = HA

is an MΦ+′

− − decomposition for V F. If we can show that V F + K ∈ MΦ+′
− (HA) for all

K ∈ K(HA), it would follow that F + V −1K ∈ MΦ+′
− (HA) for all K ∈ K(HA) since V is an

isomorphism. However, since K(HA) is two sided ideal in B(HA), we have V −1K(HA) = K(HA),
hence it suffices to consider the operator V F instead of F.

Moreover, we may choose an n big enough such that ‖ qnK ‖<‖ F−1
1 ‖−1 . This is possible by

Theorem 2.0.56. Then we may proceed as in the proof of Lemma 2.0.45 and use that N2 � N1

in order to deduce the lemma.
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Lemma 3.6.3. Let F ∈MΦ−+
′
(HA) and K ∈ K(HA). Then F +K ∈MΦ−+

′
(HA).

Proof. Let F ∈MΦ−+
′
(HA), K ∈ K(HA) and

HA = M1⊕̃N1
F−→M2⊕̃N2 = HA

be an MΦ−+
′-decomposition for F. Set F1 = F|M1

and consider the operator G given by the

operator matrix
[
F−1

1 0
0 0

]
with respect to the decomposition

HA = M2⊕̃N2−→M1⊕̃N1 = HA.

Then GF has the matrix
[

1 0
0 0

]
with respect to the decomposition

HA = M1⊕̃N1
GF−→M1⊕̃N1 = HA.

Now, as in the proof of Lemma 2.0.45, we may without loss of generality assume that there
exists some m ∈ N such that for all k ≥ m we have M1 = L⊥k⊕P and Lk = P ⊕̃N1, since N1 is
finitely generated. Indeed, by the proof Theorem 2.0.34 there exists some m ∈ N such that for
all k ≥ m, we have Lk = P ⊕̃pk(N1), where P = M1∩Lk and pk(N1) ∼= N1 (here pk denotes the
orthogonal projection onto Lk). Therefore, we have HA = L⊥k ⊕̃P ⊕̃pk(N1) = L⊥k ⊕̃P ⊕̃N1. This
holds for all k ≥ m. Let Q denote the projection onto M1 along N1 and W be the operator

that has the matrix
[
Q 0
0 pk |N1

−1

]
with respect to the decomposition

HA = (L⊥k ⊕̃P )⊕̃pk(N1)
W−→M1⊕̃N1 = HA.

ThenW is an isomorphism. The operator FW has the matrix
[

(FW )1 0
0 (FW )4

]
with respect

to the decomposition

HA = (L⊥k ⊕̃P )⊕̃pk(N1)
FW−→M2⊕̃N2 = HA,

where (FW )1 is an isomorphism. Thus, we may consider the operator FW instead of the
operator F. If we can show that FW + K ∈ MΦ−

′

+ (HA) for all K ∈ K(HA), it would follow
that for all K ∈ K(HA) we have (FW + K)W−1 = F + KW−1 ∈ MΦ−

′

+ (HA). Now, since
K(HA) is two sided ideal in B(HA), we have K(HA) = K(HA)W−1, so we may in fact without
loss of generality assume that F hasMΦ−

′

+ -decomposition

HA = (L⊥m⊕̃P )⊕̃N1
F−→M2⊕̃N2 = HA

for some m ∈ N and some finitely generated Hilbert submodule P satisfying Lm = P ⊕̃N1, i.e.
we may assume that M1 = L⊥m⊕̃P and Lm = P ⊕̃N1.
Let now K ∈ K(HA). Again, since K(HA) is a two sided ideal in B(HA), we have GK ∈ K(HA).
By Theorem 2.0.56 there exists some k ≥ m such that ‖ qkGK ‖< 1. Then we observe that

M1 = L⊥m⊕P = L⊥k⊕P̃ , where P̃ = P⊕(L⊥m \ L⊥k ). It follows that GF has the matrix
[

1 0
0 u

]
with respect to the decomposition L⊥k ⊕ Lk

GF−→ L⊥k ⊕ Lk, where u denotes the projection onto
P̃ along N1. Then, with respect to the decomposition

HA = L⊥k ⊕̃Lk
GF+GK−→ L⊥k ⊕̃Lk = HA,
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the operator GF + GK has the matrix
[

(GF +GK)1 (GF +GK)2

(GF +GK)3 (GF +GK)4

]
, where (GF + GK)1

is an isomorphism, since ‖ qkGK|
L⊥
k

‖≤‖ qkGK ‖< 1. Hence GF +GK has the matrix

[
(GF +GK)1 0

0 (GF +GK)4

]
with respect to the decomposition

HA = L⊥k ⊕̃U(Lk)
GF+GK−→ V −1(L⊥k )⊕̃Lk = HA,

where (GF +GK)1, U, V are isomorphisms. From this ( using that GF+GK = G(F+K) ) and

by Lemma 3.5.6 we obtain that G has the matrix
[
G1 0
0 G4

]
with respect to the decomposition

HA = (F +K)L⊥k ⊕̃N
G−→ V −1(L⊥k )⊕̃Lk = HA,

where N = G−1(Lk) and G1 is an isomorphism. Also, we obtain that F +K has the matrix[
(F +K)1 0

0 (F +K)4

]
with respect to the decomposition

HA = L⊥k ⊕̃U(Lk)
F+K−→ (F +K)L⊥k ⊕̃N = HA,

where (F +K)1 is an isomorphism.

However, since G has the matrix
[
F−1

1 0
0 0

]
with respect to the decomposition

HA = M2⊕̃N2
G−→M1⊕̃N1 = HA,

it follows that G has the matrix

[
˜̃G1 0

0 ˜̃G4

]
with respect to the decomposition

HA = F (L⊥k )⊕̃(F (P̃ )⊕̃N2)
G−→ L⊥k ⊕̃Lk = HA,

where ˜̃G1 = F−1
1 |

F (L⊥
k

)
is an isomoprhism (observe thatM2 = F (L⊥k )⊕̃F (P̃ ) sinceM1 = L⊥k ⊕P̃ ).

From Lemma 3.1.3 it follows that F (P̃ )⊕̃N2 = N = G−1(Lk). Since N1 � N2 and F|
P̃
is an

isomorphism, we get that
Lk = P̃ ⊕̃N1 � F (P̃ )⊕̃N2 = N.

Moreover, Lk ∼= U(Lk) and, as we have seen above, F+K has the matrix
[

(F +K)1 0
0 (F +K)4

]
with respect to the decomposition

HA = L⊥k ⊕̃U(Lk)
F+K−→ (F +K)L⊥k ⊕̃N = HA,

where (F +K)1 is an isomorphism.
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Recall Definition 3.4.1. Let us again use the same notation here, but without assuming the
adjointability of operators. It can be proved similarly as in the proof of Lemma 3.6.2 that the
classes M̃Φ

+

−(HA), M̃Φ
−
+(HA) are invariant under compact perturbations or, more precisely,

under perturbations by operators belonging to the class K(HA). Since M̂Φl(HA)\M̂Φ(HA) and
M̂Φr(HA)\M̂Φ(HA) correspond to the set of all left invertible, but not invertible elements and
the set of all right invertible, but not invertible elements in the Calkin algebra B(HA)/K(HA),
respectively, it follows that these sets are also invariant under compact perturbations. Thus,
also in the setting of non-adjointable operators, the classes MΦ−+(HA) and MΦ+

−(HA) are
invariant under compact perturbations, being the union of the sets which are invariant under
compact perturbations.

Definition 3.6.4. We set

M(HA) = {D ∈ B(HA) | F is bounded below and ImF is complementable in HA},

Q(HA) = {G ∈ B(HA) | G is surjective and kerG is complementable in HA}.

Then we have the following propositions which give a description of the sets MΦ−
′

+ (HA)

andMΦ+′

− (HA) in terms of compact perturbations.

Proposition 3.6.5. Let F ∈ B(HA). Then the following statements are equivalent:
(1) F ∈MΦ−

′

+ (HA),
(2) There exist D ∈M(HA) and K ∈ K(HA) such that F = D +K.

Proof. From Lemma 3.6.3 it follows that (2) =⇒ (1), since M(HA) ⊆MΦ−
′

+ (HA). Let us show
the implication (1) =⇒ (2). If HA = M1⊕̃N1

F−→M2⊕̃N2 = HA is anMΦ−
′

+ -decomposition for
F , then there exists an isomorphism ι of N1 onto a closed submodule of N2. Since N1 is finitely
generated, we have that ι(N1) is finitely generated as well. By Lemma 2.0.25 there exists a
closed submodule N of N2 such that ι(N1)⊕N = N2. Let u denote the projection onto N1 along

M1 and D be the operator having the matrix
[
F|M1

0

0 ι

]
with respect to the decomposition

HA = M1⊕̃N1
D−→M2⊕̃N2 = HA.

Then D is bounded below and ImD⊕̃N = M2⊕̃ι(N1)⊕̃N = HA, so D ∈ M(HA). Moreover,
D + (F − ι)u = F and (F − ι)u ∈ K(HA) since u ∈ K(HA).

Proposition 3.6.6. Let F ∈ B(HA). Then the following statements are equivalent:
(1) F ∈MΦ+′

− (HA),
(2) There exist G ∈ Q(HA) and K ∈ K(HA) such that F = G+K.

Proof. From Lemma 3.6.2 we have that (2) implies (1) since Q(HA) ⊆MΦ+′

− (HA), so it suffices
to prove the opposite implication .
Let HA = M1⊕̃N1

F−→ M2⊕̃N2 = HA be an MΦ+′

− -decomposition for F. Then there exist
Hilbert submodules N ′ and N ′′ such that N1 = N ′⊕̃N ′′ and N ′ ∼= N2. Indeed, since N2 4 N1,
there exists a closed submodule N ′ of N1 such that N2

∼= N ′. As N2 is finitely generated, it
follows that N ′ is finitely generated also. Hence, by Lemma 2.0.24, we have that N1 = N ′⊕N ′′
for some closed submodule N ′′.
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Set ι to be isomorphism of N ′ onto N2 and P be the projection onto N ′ along N ′′. Let G

be the operator with the matrix
[
F|M1

0

0 ιP

]
with respect to the decomposition

HA = M1⊕̃N1
G−→M2⊕̃N2 = HA.

Then G is obviously surjective and kerG = N ′′, which complementable in HA. Moreover,
F = G + (F − ιP )u, where u stands for the projection onto N1 along M1. Put ũ to be
the projection onto N2 along M2. Then ũ ∈ K(HA) since N2 is finitely generated. We have
(F − ιP )u = ũ(F − ιP )u ∈ K(HA).

Let MΦ0(HA) have the same meaning as in Definition 3.4.1, only without assuming the
adjointability of operators. Similarly as in the propositions above, we can prove that the
following statements are equivalent:
(1) F ∈MΦ0(HA),
(2) There exist T ∈ B(HA) and K ∈ K(HA) such that T is invertible and F = T +K.

In addition we have the analogue of Proposition 3.4.26 in the setting of non-adjointable
operators.

Next, we introduce the following auxiliary result.

Lemma 3.6.7. The sets M(HA) and Q(HA) are semigroups under the multiplication.

Proof. Let D,D′ ∈M(HA). Since D and D′ are both bounded below, it follows that D′D is also
bounded below. Now, since D′ is bounded below and ImD, ImD′ are both complementable in
HA, we get

HA = ImD′⊕̃ImD′◦ = (D′(ImD⊕̃ImD◦))⊕̃ImD′◦

= D′(ImD)⊕̃D′(ImD◦)⊕̃ImD′◦ = ImD′D⊕̃(D′(ImD◦))⊕̃ImD◦.

Thus, ImD′D is complementable in HA, so D′D ∈M(HA).
Next, let G,G′ ∈ Q(HA). Obviously, G′G is surjective. So, since

HA = kerG′◦⊕̃ kerG′ = kerG◦⊕̃ kerG

and G|kerG◦ is an isomorphism onto HA, it follows that kerG◦ = R⊕̃R◦ for some Hilbert sub-
modules R and R◦ where G|R and G|R◦ are isomorphisms onto kerG′ and kerG′◦, respectively.
Therefore, kerG′G = kerG⊕̃R, so kerG′G is complementable in HA since

HA = kerG⊕̃ kerG◦ = kerG⊕̃R⊕̃R◦.

Thus, G′G ∈ Q(HA).

Lemma 3.6.8. The sets M(HA) and Q(HA) are open in the norm topology.

Proof. Let M̃(HA) and Q̃(HA) denote the sets of bounded below operators and surjective
operators on HA, respectively. Then these sets are open. Since

M(HA) = M̃(HA) ∩ M̂Φl(HA) and Q(HA) = Q̃(HA) ∩ M̂Φr(HA),

which holds by Proposition 3.5.11 and Proposition 3.5.13, respectively, it follows that M(HA)
and Q(HA) are open. Moreover, the lemma holds also in the case of arbitrary Hilbert C∗-
modules and not just HA.

Corollary 3.6.9. MΦ−
′

+ (HA) andMΦ+′

− (HA) are semigroups under the multiplication.
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Corollary 3.6.10. The sets M(HA) \ M̂Φr(HA) and Q(HA) \ M̂Φl(HA) are open.

Lemma 3.6.11. Let M be a Hilbert C∗-module and F ∈MΦ−
′

+ (M). If

M = M1⊕̃N1
F−→M2⊕̃N2 = M

is an MΦ−
′

+ -decomposition for F and D ∈ B(M) is such that u(D + F )|M1
∈ MΦ−

′

+ (M1,M2)

where u stands for the projection onto M2 along N2, then D + F ∈ MΦ−
′

+ (M). Similar state-
ments hold for the classesMΦ+′

− ,MΦ+,MΦ−,MΦ,MΦ0, M̃Φ−+, and M̃Φ+
−.

Proof. Let
M1 = M̃1⊕̃Ñ1

F−→ M̃2⊕̃Ñ2 = M2

be an MΦ−
′

+ -decomposition for u(D + F )|M1
. Then Ñ1 is finitely generated, Ñ1 � Ñ2 and

u(D+F )|M̃1
is an isomorphism onto M̃2. If we let ũ denote the projection onto M̃2 along Ñ2⊕̃N2,

then ũ(D+ F )|M̃1
= u(D+ F )|M̃1

. Hence D+ F has the matrix
[

(D + F )1 (D + F )2

(D + F )3 (D + F )4

]
with

respect to the decomposition

M = M̃1⊕̃(Ñ1⊕̃N1)
D+F−→ M̃2⊕̃(Ñ2⊕̃N2) = M,

where (D + F )1 is an isomorphism. Moreover, since N1 � N2, Ñ1 � Ñ2 and N1, N2 are
finitely generated, it follows that N1⊕̃Ñ1 is finitely generated and N1⊕̃Ñ1 � N2⊕̃Ñ2. Then
we can proceed in the same way as in the proof of Lemma 2.0.42 to deduce that there exist
isomorphisms U and V such that

M = M̃1⊕̃U(Ñ1⊕̃N1)
D+F−→ V (M̃2)⊕̃(Ñ2⊕̃N2) = M

is anMΦ−
′

+ -decomposition for D + F.
The proofs for the other cases are similar.

3.7 Examples of semi-C∗-Fredholm operators
At the end of this chapter we introduce some examples of semi-A-Fredholm operators.

Example 3.7.1. Let F ∈ Ba(HA) satisfying that F (ek) = e2k for all k ∈ N.
Then F ∈MΦ+(HA).

Example 3.7.2. Let D ∈ Ba(HA) satisfying that D(e2k−1) = 0, D(e2k) = ek for all k ∈ N.
Then D ∈MΦ−(HA).

Example 3.7.3. In general, let ι : N → ι(N) be a bijection such that ι(N) ⊆ N and N \ ι(N)
is infinite. Moreover, we may define ι in a such way that ι(1) < ι(2) < ι(3) < . . . . Then, if we
define an A-linear bounded operator F as F (ek) = eι(k) for all k, we get that F ∈ MΦ+(HA).
Also, if we define an A-linear operator D as

D(ek) =

{
eι−1(k), for k ∈ ι(N),

0, else,
then D ∈MΦ−(HA).

Those examples are also valid in the case when A = C, that is when HA = H is a Hilbert
space. We will now introduce examples where we use the structure of A itself in the case when
A 6= C.
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Example 3.7.4. Let A = L∞([0, 1], µ), where µ is the Lebesgue measure. Set

F (f1, f2, f3, . . . ) = (X[0, 1
2

]f1,X[ 1
2
,1]f1,X[0, 1

2
]f2,X[ 1

2
,1]f2, . . . ) .

Then F is a bounded A− linear operator, kerF = {0},

ImF = SpanA{X[0, 1
2

]e1,X[ 1
2
,1]e2,X[0, 1

2
]e3,X[ 1

2
,1]e4, . . . },

and, clearly, F ∈MΦ+(HA). Actually, F is an isometry onto its image.

Example 3.7.5. Let again A = (L∞([0, 1]), µ). Set

D(g1, g2, g3, . . . ) = (X[0, 1
2

]g1 + X[ 1
2
,1]g2,X[0, 1

2
]g3 + X[ 1

2
,1]g4, . . . ) .

Then kerD = ImF⊥, D is an A-linear, bounded operator and ImD = HA. Thus, D ∈
MΦ−(HA). Indeed, D = F ∗, where F is the operator from Example 3.7.4.

Example 3.7.6. Let A = B(H), where H is a Hilbert space and let P be an orthogonal
projection on H. Set

F (T1, T2, . . . ) = (PT1, (I − P )T1, PT2, (I − P )T2, . . . ),

D(S1, S2, . . . ) = (PS1 + (I − P )S2, PS3 + (I − P )S4, . . . ).

Then, by the similar arguments as in Example 3.7.4 and Example 3.7.5, we have F ∈MΦ+(HA)
and D ∈MΦ−(HA). Moreover, D = F ∗.

Example 3.7.7. In general, supose that {pij}j,i∈N is a family of projections in A such that

pij1p
i
j2

= 0 for all i, whenever j1 6= j2, and
k∑
j=1

pij = 1 for all i and some k ∈ N.

Set
F ′(α1, . . . , αn, . . . ) = (p1

1α1, p
1
2α1, . . . p

1
kα1, p

1
2α2, p

2
2α2, . . . p

2
kα2, . . . ),

D′(β1, . . . , βn, . . . ) = (
k∑
i=1

p1
iβi,

k∑
i=1

p2
iβi+k, . . . ).

Then F ′ ∈MΦ+(HA) and D′ ∈MΦ−(HA).

Later, in Section 7.1, when we introduce the generalized spectra in A of operators on HA,
we calculate in Example 7.1.27 the generalized spectra of semi-A-Fredholm operators from
Example 3.7.4 and Example 3.7.5. Notice that all these examples of MΦ+ operators so far
are actually examples of operators that are bounded below, whereas all our examples ofMΦ−
operators so far are examples of surjective operators. Since

Ma(HA) ⊆MΦ−
′

+ (HA) and Qa(HA) ⊆MΦ+′

− (HA),

it follows that these operators are actually examples of semi-A-Weyl operators. In Section 9.2
we shall give some more examples of semi-A-Weyl operators.

Recalling now that a composition of twoMΦ+ operators on HA is again anMΦ+ operator
on HA and that the same is true for MΦ− operators, we may take suitable compositions of
operators from these examples in order to construct moreMΦ± operators.
Even moreMΦ± operators can be obtained by composing these operators with isomorphisms
of HA. We will present here also some isomorphisms of HA.
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Example 3.7.8. Let j : N → N be a bijection. Then the operator U given by U(ek) = ej(k)

for all k is an isomorphism of HA. This is a classical well known example of an isomorphism.

Example 3.7.9. Let (α1, . . . , αn, . . . ) ∈ AN be a sequence of invertible elements in A such that
‖ αk ‖, ‖ α−1

k ‖≤M for all k ∈ N and some M > 0. If the operator V is given by

V (x1, · · · , xn, · · · ) = (α1x1 · · · , αnxn, · · · ) for all (x1, · · · , xn, · · · ) ∈ HA,

then V is an isomorphism of HA.

We will now apply some of the techniques and the ideas from the proofs of the results
in A-Fredholm theory and semi-A-Fredholm theory in order to extend the results from the
classical semi-Fredholm theory on infinite-dimensional Hilbert spaces to a new, greater class of
operators on infinite-dimensional Hilbert spaces.

Definition 3.7.10. Let H be a separable infinite-dimensional Hilbert space. We set gMΦ(H)
to be the class of all operators F ∈ B(H) for which there exists a decomposition

H = M1⊕̃N1
F−→M2⊕̃N2 = H

with respect to which F has the matrix
[
F1 0
0 F4

]
, where F1 is an isomorphism and M1,M2

are infinite-dimensional, closed subspaces of H.

Remark 3.7.11. Note that we only require that M1 and M2 are infinite-dimensional, closed
subspaces, but we do not require that N1 or N2 to be finite dimensional. Thus, this class of
operators on H is strictly greater than the class of semi-Fredholm operators on H and includes
the class of semi-Fredholm operators. In the rest of this section we always assume that H
is a separable, infinite-dimensional Hilbert space. We have the following characterization of
gMΦ-operators.

Lemma 3.7.12. Let F ∈ B(H). Then F ∈ gMΦ(H) if and only if ImF contains an infinite-
dimensional closed subspace.

Proof. Suppose that there exists an infinite-dimensional closed subspace M ⊆ ImF. We set
F̃ = F|F−1(M)

. Then F̃ ∈ B(F−1(M),M) and F̃ is surjective. Let M1 denote the orthogonal
complement of ker F̃ in F−1(M). It follows that F̃|M1

is an isomorphism onto M. With respect
to the decomposition

H = M1 ⊕M⊥
1

F−→M ⊕M⊥ = H,

F has the matrix
[
F1 F2

0 F4

]
, where F1 is an isomorphism. Using the technique of diagonal-

ization as in the proof of Lemma 2.0.42 we easily obtain that F ∈ gMΦ(H), because M and
thus M1 are infinite-dimensional.
The "only if" part follows from the definition of the class gMΦ(H).

Lemma 3.7.13. Let F,D ∈ gMΦ(H), Then DF ∈ gMΦ(H) if and only if there exist two
gMΦ-decompositions

H = M1⊕̃N1
F−→M2⊕̃N2 = H,

H = M ′
1⊕̃N ′1

D−→M ′
2⊕̃N ′2 = H

for F and D, respectively, such that M2 ∩M ′
1 is an infinite-dimensional subspace.
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Proof. Suppose first that such decompositions exist and set F1 := F|M1
. Then DF|

F−1
1 (M2∩M′1)

is
an isomorphism onto D(M2 ∩M ′

1) which is a closed infinite-dimensional subspace of ImDF.
From Lemma 3.7.12 the implication in one direction follows.
Assume now that DF ∈ gMΦ(H) and let

H = M1⊕̃N1
DF−→M2⊕̃N2 = H

be a gMΦ-decomposition for DF. From Lemma 3.5.6 it follows that with respect to the de-
compositions

H = M1⊕̃N1
F−→ F (M1)⊕̃D−1(N2) = H,

H = F (M1)⊕̃D−1(N2)
D−→M2⊕̃N2 = H,

F and D have the matrices
[
F1 0
0 F4

]
, and

[
D1 0
0 D4

]
, respectively, where F1 and D1 are

isomorphisms. Since M1 is infinite-dimensional, it follows that F (M1) is infinite-dimensional
also. This proves the implication in the opposite direction.

Note that for proving the implication in the opposite direction, we haven’t used the assump-
tion that F,D ∈ gMΦ(H) . Therefore, we obtain the following corollary.

Corollary 3.7.14. Let F,D ∈ B(H) and suppose that DF ∈ gMΦ(H). Then F,D ∈ gMΦ(H).

Let now {ej}j∈N be an orthonormal basis for H. For each n, we set Ln = Span {e1, . . . , en}.

Lemma 3.7.15. If F ∈ gMΦ(H), then F +K ∈ gMΦ(H) for every compact operator K.

Proof. Let H = M1⊕̃N1
F−→ M2⊕̃N2 = H be a gMΦ-decomposition for F and choose an

n ∈ N such that ||K|
L⊥n
|| < ||F−1

1 ||−1 where F1 := F|M1
. We have M1 = (M1 ∩L⊥n )⊕P for some

finite dimensional subspace P . Indeed, if we denote by pn the orthogonal projection onto Ln,
then, since pn|P is injective , it follows that P is finite dimensional. Now, since M1 is infinite-
dimensional and P is finite dimensional, we must have that M1∩L⊥n is infinite-dimensional. As
in the proof of Lemma 2.0.45 we can proceed further and deduce that F + K has the matrix[

(F +K)1 0
0 (F +K)4

]
with respect to the decomposition

H = M1⊕̃N1
F+K−→ M2⊕̃N2 = H,

where M1
∼= M1 ∩ L⊥n and (F +K)1 is an isomorphism.

In exactly the same way as in the proof of Lemma 2.0.42 we can show that the set gMΦ(H)
is open in the norm topology. Moreover, in the same way as in the proof of the Corollary
3.1.20, passing to the orthogonal decompositions, we can show that F ∗ ∈ gMΦ(H) if and only
if F ∈ gMΦ(H).
Next, the following results can be proved in exactly the same way as the corresponding results
for semi-A-Fredholm operators.

Lemma 3.7.16. Let M be a closed infinite-dimensional subspace of H and JM denote the
inclusion map. If FJM ∈ gMΦ(M,H), then F ∈ gMΦ(H).

Lemma 3.7.17. Suppose that D,F ∈ B(H), ImF is closed and DF ∈ gMΦ(H). Then
DJImF ∈ gMΦ(ImF,H).
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Corollary 3.7.18. Let V be a closed subspace of H such that dim V ⊥ = ∞. Suppose that
F ∈ B(H) and PV ⊥F ∈ gMΦ(H,V ⊥). Then F ∈ gMΦ(H).

Corollary 3.7.19. Let D,F ∈ B(H) and suppose that ImD∗ is closed. If DF ∈ gMΦ(H),
then PkerD⊥F ∈ gMΦ(H, ImD∗).

Lemma 3.7.20. Let F ∈ B(H). Then F ∈ gMΦ(H) if and only if there exists a closed,
infinite-dimensional subspace M of H such that F|M is bounded below.

Lemma 3.7.21. The analogue of Lemma 3.6.11 holds in the setting of gMΦ operators.

Remark 3.7.22. The operators belonging to the class gMΦ(H) can still be useful for solving
the equation of the form Fx = y because, if

H = M1⊕̃N1
F−→M2⊕̃N2 = H

is a gMΦ-decomposition for F, then we can at least solve the equation when y ∈M2.
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Chapter 4

Semi-Fredholm operators over
W ∗-algebras

Throughout this chapter we will assume that A is a W ∗− algebra. We will show that in
this case semi-A-Fredholm operators have several properties more similar to the properties of
classical semi Fredholm operators than in the general C∗-algebra case. More precisely, we give a
generalization in this setting of Schechter Lebow characterization of semi-Fredholm operators,
punctured neighbourhood theorem etc.. Main tools in proving these results are the results from
preliminaries regarding Hilbert W ∗-modules. Therefore, we assume in this chapter that A is a
W ∗−algebra.

We start first with the following auxiliary lemma.

Lemma 4.0.1. Let M be a Hilbert W ∗-module and F ∈ M̂Φl(M). Then kerF is finitely
generated.

Proof. Consider an M̂Φl-decomposition M = M1⊕̃N1
F−→ M2⊕̃N2 = M for F. Then N1 is

finitely generated and kerF = kerF|N1
. SinceN1 is self-dual, from Corollary 2.0.50 it follows that

kerF|N1
is an orthogonal direct summand in N1. Hence, kerF = kerF|N1

is finitely generated.

Then we obtain the following generalization of Schechter-Lebow characterization given in
[56, Theorem 1.4.4] and [56, Theorem 1.4.5].

Corollary 4.0.2. Let M̂Φl(HA). Then ker(F −K) is finitely generated for all K ∈ K(HA).

Proof. The statement follows from Lemma 4.0.1 since F −K ∈ M̂Φl(HA) for all K ∈ K(HA)
by Proposition 3.5.4.

Proposition 4.0.3. [19, Proposition 3.10] Let G ∈ M̂Φr(HA). Then for every K ∈ K(HA)
there exists an inner product equivalent to the initial one such that the orthogonal complement
of Im(G+K) with respect to this new inner product is finitely generated.

Proof. Let HA = M1⊕̃N1
G−→ M2⊕̃N2 = HA be an M̂Φr-decomposition for G. Then N2

is finitely generated, so, by the proof of Theorem 2.0.34, there exists an n ∈ N such that
Ln = (M2 ∩ Ln)⊕̃N, N ∼= N2 and HA = M2⊕̃N. Moreover, G|M1

is an isomorphism onto M2.

To simplify notation, we let M = M2, M
′ = M1 and N = N. Since N is then a finitely gen-

erated Hilbert submodule of Ln (being a direct summand in Ln), by Lemma 2.0.25 we deduce
that Ln = P ⊕N for some closed submodule P. Hence, HA = M⊕̃N = L⊥n ⊕ P ⊕N.
Denote by u the orthogonal projection onto L⊥n ⊕ P along N. It follows that u|M is an iso-
morphism onto L⊥n ⊕ P. Hence uG|M ′ is an isomorphism of M ′ onto L⊥n ⊕ P. If K ∈ K(HA),
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then, by Theorem 2.0.56, there exists an m ≥ n such that ‖qmK‖ < ‖(uG|M ′)−1‖−1. Let M ′′ =
(uG|M ′)−1(L⊥m). Then uG|M ′′ = qmuG|M ′′ = qmG|M ′′ since qmu = qm. Moreover, qm(G−K)|M ′′
is an isomorphism onto L⊥m. Now, M ′ = M ′′⊕̃N ′′, where N ′′ = (uG|M ′)−1(P ⊕ (Lm ∩ L⊥n )).
With respect to the decomposition

M ′ = M ′′⊕̃N ′′ G−K−→ L⊥m ⊕ Lm = HA,

G − K has the matrix
[

(G−K)1 (G−K)2

(G−K)3 (G−K)4

]
, where (G − K)1 = qm(G − K)|M′′ is an

isomorphism. Hence, by the same arguments as in the proof of Lemma 2.0.42, there exists an
isomorphism U : M ′ −→ M ′ and an isomorphism V : HA −→ HA such that G − K has the

matrix

 ︷ ︸︸ ︷
(G−K)1 0

0
︷ ︸︸ ︷
(G−K)4

 with respect to the decomposition

M ′ = U(M ′′)⊕̃U(N ′′)
G−K−→ V (L⊥m)⊕̃V (Lm) = HA,

where
︷ ︸︸ ︷
(G−K)1 is an isomorphism. Moreover, V satisfies the equality V (Lm) = Lm by the

construction of V from the proof of Lemma 2.0.42. Since

V (L⊥m) ⊆ Im(G−K) ⊆ Im(G−K) and HA = V (L⊥m)⊕̃Lm,

we obtain that Im(G−K) = V (L⊥m)⊕̃(Lm ∩ Im(G−K)). This follows from Lemma 2.0.66.
On HA we may replace the inner product by an equivalent one, in such a way that V (L⊥m) and
Lm form an orthogonal direct sum with respect to this new inner product.

Let us consider from now on this new inner product. We will therefore in the rest of the
proof denote L⊥m by L∗m in order to avoid possible confusion regarding orthogonlity with respect
to the old and the new inner product.

Since Lm is finitely generated and Lm ∩ Im(G−K) is a closed submodule of Lm, we have
from Lemma 2.0.47 that

Lm = (Lm ∩ Im(G−K))⊥⊥ ⊕ (Lm ∩ Im(G−K))⊥.

Then it follows that (Lm ∩ Im(G−K))⊥ is finitely generated. Since

Im(G−K) = V (L∗m)⊕ (Lm ∩ Im(G−K)),

we see that Im(G−K)
⊥
⊆ Lm, since Im(G−K)

⊥
is orthogonal to V (L∗m) with respect to

this new inner product and (V (L∗m))⊥ = Lm. Therefore,

Im(G−K)
⊥

= Lm ∩ Im(G−K)
⊥
,

so Im(G−K)
⊥
is finitely generated.

Note that from the proof of Proposition 4.0.3 it follows that if Im(F −K) is complementable
in HA (for F ∈ M̂Φr, (HA), K ∈ K(HA)), then the complement must be finitely generated.
Indeed, in the proof of Proposition 4.0.3 we have obtained that

Im(G−K) = V (L⊥m)⊕̃(Lm ∩ Im(G−K)) and HA = V (L
⊥

m)⊕̃V (Lm).

Hence, if Im(G−K)
◦
is complement of Im(G−K), we get

HA = V (L
⊥

m)⊕̃(Lm ∩ Im(G−K))⊕̃Im(G−K)
◦
,

which gives that
(Lm ∩ Im(G−K))⊕̃Im(G−K)

◦ ∼= V (Lm) ∼= Lm.

It follows that Im(G−K)
◦
is finitely generated being isomorphic to a direct summand in Lm.
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Definition 4.0.4. [19, Definition 3.24] Let M be a Hilbert W ∗- module. For F ∈ Ba(M), we
say that F satisfies the condition (*) if the following holds:
1) ImF n is closed for all n,

2) F (
∞⋂
n=1

Im(F n)) =
∞⋂
n=1

Im(F n).

If we have a decreasing sequence of complementable submodules N ′ks, then their intersection
in general (for C∗-algebras) is not complementable, but it is complementable for W ∗-algebras.
This is true due to the possibility to define a w∗-(or weak) direct sum of submodules, as
opposed to the standard l2 construction. Let Nk−1 = Nk ⊕ Lk. Then we can define w∗ −⊕kLk
as the set of sequences (xk), xk ∈ Lk, such that the sum

∞∑
k=1

〈xk, xk〉 is convegent in A with

respect to the *-strong topology, as opposed to the norm topology. Then it is easy to see that

N0 =
∞⋂
k=1

Nk ⊕ (w∗ −⊕kLk).

Note that if H is an ordinary Hilbert space, then (*) is always satisfied for any
F ∈ Φ(H) by [56, Theorem 1.1.9]. There are also other examples of Hilbert W ∗-modules for
which the condition (*) is automatically satisfied for a W ∗-linear, bounded operator F as long
as F has closed image.

Example 4.0.5. [19, Example 3.25] Let A be a commutative von Neumann algebra with a
cyclic vector, that is A ∼= L∞(X,µ), where X is a compact topological space and u is a Borel
probability measure. Consider A as a Hilbert module over itself. If F is an A-linear operator
on A, it is easily seen that Im(F k) = SpanA{(F (1))k} for all k. Let S = (F (1)−1({0}))c. Then
one can show that ImF = ImF k = SpanA{χS} for all k if we assume that F (1) is bounded
away from 0 on S and hence invertible on S. However, if F has closed image, then this is the
case. Indeed,

kerF = {f ∈ A | f|S = 0 µ − a.e. on S} = SpanA{χSc}, so kerF⊥ = SpanA{χS}.

Now, if F has closed image, then F is bounded below on kerF⊥, hence we have

‖ F (f) ‖∞=‖ fF (1) ‖∞≥ C ‖ f ‖∞

for all f vanishing µ-almost everywhere on Sc and for some constant C > 0. However, if

µ(F (1)−1((B(0,
1

n
)) ∩ S)) > 0 ∀n,

then, letting
fn = χF (1)−1((B(0, 1

n
))∩S),

we get ‖ fn ‖∞= 1 for all n and

F (fn) = fnF (1) = χF (1)−1((B(0, 1
n

))∩S)F (1),

so ‖ F (fn) ‖∞≤
1

n
for all n. Moreover, fnχSc = 0 for all n. It follows that F is not bounded

below on (kerF )⊥ in this case, which is a contradiction. Thus we must have that F (1) is
bounded away from 0 on S if F has closed image. Hence, in this case we get

Im(F ) = Im(F k) = SpanA{χS} = (kerF )⊥∀k,

so ImF = F (Im∞(F )) = Im∞(F ), where Im∞(F ) denotes
∞⋂
k=1

Im(F k).
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For each n ∈ N, let Fn be the operator on Ln(A) given by

Fn(x1, . . . , xn) = (Fx1, . . . , Fxn),

where F is the operator on A from above. If U is an isomorphism of Ln(A)⊥ onto Ln(A)⊥,

then the operator F̃n on HA given by the operator matrix
[
U 0
0 Fn

]
with respect to the

decomposition
HA = Ln(A)⊥ ⊕ Ln(A)

F̃n−→ Ln(A)⊥ ⊕ Ln(A) = HA,

satisfies the condition (∗).
Next, if F ∈Ma(HA) or if F ∈ Qa(HA), then obviously such operator F satisfies the condition
(*). We recall once again that MΦ+ and MΦ− operators from our examples are actually
examples of the operators belonging to the classMa(HA) and to the class Qa(HA), respectively.

Proposition 4.0.6. Let M be a Hilbert W ∗-module and F ∈MΦ(M). Then index of F is well
defined.

Proof. Let M = M1⊕̃N1
F−→ M2⊕̃N2 = M be anMΦ-decompostion for F. Then there exists

an isomorphism U such that

M = N⊥1 ⊕̃U(N1)
F−→ F (N⊥1 )⊕ F (N⊥1 )⊥ = M

is also anMΦ-decompostion for F and N2
∼= F (N⊥1 )⊥. Indeed, by the proof of Theorem 2.0.38

it follows that
M = N⊥1 ⊕N1

F−→ F (N⊥1 )⊕̃N2 = M

is also anMΦ-decomposition for F. Moreover, as explained in the proof of Theorem 3.1.2 part
1) ⇒ 2), we have that F (N⊥1 ) is orthogonally complementable in M. Obviously, it holds that
(F (N⊥1 ))⊥ ∼= N2. With respect to the decomposition

M = N⊥1 ⊕N1
F−→ F (N⊥1 )⊕ F (N⊥1 )⊥ = M,

F has the matrix
[
F1 F2

0 F4

]
, where F1 is an isomorphism, hence there exists an isomorphism

U such that
M = N⊥1 ⊕̃U(N1)

F−→ F (N⊥1 )⊕ F (N⊥1 )⊥ = M

is anMΦ- decomposition for F. Since U(N1) and F (N⊥1 )⊥ are self-dual being finitely generated,
as in the proof of Proposition 2.0.53 we can apply Corollary 2.0.50 and Lemma 2.0.52 in order
to deduce that there exists a Hilbert submodule Ñ1 such that

U(N1) = Ñ1 ⊕ kerF and F (N⊥1 )⊥ = F (Ñ1)⊕ ImF⊥,

where Ñ1
∼= F (Ñ1) and F (Ñ1) denotes the closure of F (Ñ1) in τ1-topology (for more details

about this topology, see [38, Section 3.5]). It follows that

[N1]− [N2] = [U(N1)]− [F (N⊥1 )⊥] = [kerF ]− [ImF⊥].

Since this holds for anyMΦ-decomposition of F, the statement follows.

Remark 4.0.7. Proposition 4.0.6 shows that Proposition 2.0.53 is valid also in the case of arbi-
trary Hilbert W ∗-modules and not just countably generated ones.
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Recall that for a W ∗-algebra A, G(A) denotes the set of all invertible elements in A and
Z(A) = {β ∈ A | βα = αβ for all α ∈ A}. For a Hilbert A-module M and α ∈ Z(A) we
let αI denote the operator on M given by αI(x) = x · α for all x ∈ M. We notice that this
definition differs from the definition of the operator αI on HA given in Section 3.4, however,
this definition is applicable in the case of arbitrary Hilbert-A-modules. The limitation of this
definition (compared to the definition of αI from Section 3.4) is that it requires that α ∈ Z(A),
however, in the case when A is commutative, then this definition coincides with the definition
of αI from Section 3.4.

We have then the following generalization of the punctured neighbourhood theorem stated
in [56, Theorem 1.7.7].

Theorem 4.0.8. [19, Theorem 3.26] Let F ∈MΦ(M̃) where M̃ is a Hilbert A-module over a
W ∗-algebra A and suppose that F satisfies the condition (*). Then there exists an ε > 0 such
that if α ∈ Z(A) ∩G(A) and ‖ α ‖< ε, then

[ker(F − αI)] + [N1] = [kerF ] and [Im(F − αI)⊥] + [N1] = [Im(F )⊥]

for some fixed, finitely generated closed submodule N1.

Proof. Since F ∈ MΦ(M̃) has closed image, then by Lemma 3.3.6 and Lemma 2.0.42, there
exists an ε1 > 0 such that if ‖ α ‖< ε1, α ∈ Z(A) ∩G(A), then

ker(F − αI) � kerF, Im(F − αI)⊥ � ImF⊥

and index (F − αI) = index F. Now, since α ∈ G(A) ∩ Z(A), we have that

ker(F − αI) ⊆ Im∞(F ) :=
∞⋂
n=1

Im(F n).

This works as in by the proof of [56, Theorem 1.7.7]. As Im∞(F ) is orthogonally comple-
mentable in M̃, there exists orthogonal projection PIm∞(F )⊥ onto Im∞(F )⊥ along Im∞(F ),
hence

(kerF ∩ Im∞(F )) = kerPIm∞(F )⊥|kerF .

Since kerF is self dual being finitely generated, then, by Corollary 2.0.50, kerF ∩ Im∞(F ) is
an orthogonal direct summand in kerF, so

kerF = (kerF ∩ Im∞(F ))⊕N1

for some closed submodule N1. Set M =
∞⋂
n=1

Im(F n) and F0 = F|M . Then kerF0 = kerF ∩M

is finitely generated as a direct summand in kerF (which is finitely generated itself by Lemma
3.1.21). Since kerF ∩ M is finitely generated, by Lemma 2.0.25 kerF ∩ M is orthogonally
complementable in M, so M = (kerF ∩M)⊕M ′ for some closed submodule M ′. On M ′, the
mapping F0 is an isomorphism from M ′ onto M, since F (M) = M by assumption as F satisfies
(*) condition. Therefore, F0 ∈ MΦ(M). By Lemma 3.3.6 and Lemma 2.0.42 there exists an
ε2 > 0 such that if ‖ α ‖< ε2 , α ∈ G(A) ∩ Z(A), then

ker(F0 − αI|M) � kerF0, Im(F0 − αI|M)⊥ � ImF⊥0

in M and
index (F0 − αI) = index F0 = [kerF0],

because F0 is surjective. Since ImF⊥0 = {0} (in M), we have

Im(F0 − αI)⊥=0 for all ‖ α ‖< ε2, , α ∈ G(A) ∩ Z(A),
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as Im(F0 − αI|M )⊥ � ImF⊥0 for all ‖ α ‖< ε2, α ∈ G(A) ∩ Z(A).
Recall that ker(F − αI) ⊆ Im∞(F ) = M. Therefore,

[ker(F − αI)] = [ker(F0 − αI|M )] = index (F0 − αI|M ) = index F0 = [kerF0].

This holds whenever ‖ α ‖< ε2, , α ∈ G(A) ∩ Z(A).
Now, kerF0 = kerF ∩M and kerF = (kerF ∩M) ⊕ N1. Therefore, if α ∈ G(A) ∩ Z(A) and
‖ α ‖< ε2, then

[kerF ] = [kerF ∩M ] + [N1] = [kerF0] + [N1] = [ker(F − αI)] + [N1]

whenever ‖ α ‖< ε2 , α ∈ G(A) ∩ Z(A). If, in addition ‖ α ‖< ε1, then as we have seen at the
beginning of this proof, by the choice of ε1, we have that

index (F − αI) = index F.

So, if ‖ α ‖< min{ε1, ε2} for α ∈ G(A) ∩ Z(A), then

index (F − αI) = index F and [kerF ] = [ker(F − αI)] + [N1].

It follows by Proposition 2.0.53 and Proposition 4.0.6 that

[ImF⊥] = [Im(F − αI)⊥] + [N1].

Remark 4.0.9. [19, Remark 3.27] If A is a factor, then Theorem 4.0.8 is of interest in the case
of finite factors, since K0(A) is trivial otherwise.

Self-dual W ∗-modules have several special and nice properties, as described in [38, Chapter
3] and in preliminaries. We recall that there are also examples of self-dual Hilbert W ∗-modules
that are not finitely generated. On such self-dual HilbertW ∗-modules semi-A-Fredholm theory
might still be of interest. At the end of this section we give some results regarding semi-A-
Fredholm operators on self-dual Hilbert modules over a W ∗-algebra A.

Lemma 4.0.10. Let M be a self-dual Hilbert module over a W ∗-algebra A. Then the classes
MΦ+(M), MΦ−(M), MΦ0(M),MΦ−

′

+ (M) and MΦ−
′

− (M) are semigroups under the multi-
plication.

Proof. Suppose that D,F ∈MΦ−
′

+ (M) and let

M = M1⊕̃N1
F−→M2⊕̃N2 = M,

M = M ′
1⊕̃N ′1

D−→M ′
2⊕̃N ′2 = M

be twoMΦ−
′

+ -decompositions for F and D, respectively. Then M2 ∩M ′
1 = keru|M′1 , where u

stands for the projection onto N2 along M2. By Lemma 2.0.30 M ′
1 is self-dual. Hence u|M′1 is

a bounded A-linear mapping between self-dual Hilbert A-modules. From Corollary 2.0.50 it
follows that keru|M′1 ⊕M

′′
1 = M ′

1 (where M ′′
1 is the orthogonal complement of keru|M′1 .) With

respect to the decomposition

M = (M2 ∩M ′
1)⊕̃(M ′′

1 ⊕̃N ′1)
D−→ D(M2 ∩M ′

1)⊕̃(D(M ′′
1 )⊕̃N ′2) = M,

the operator D has the matrix
[
D1 0
0 D4

]
, where D1 is an isomorphism and moreover, we

have M ′′
1
∼= D(M ′′

1 ). It follows that M ′′
1 ⊕̃N ′1 � D(M ′′

1 )⊕̃N ′2 since N ′1 � N ′2.
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Next, since M2 ∩M ′
1 is complementable in M and M2 ∩M ′

1 ⊆ M2, by Lemma 2.0.66 we have
that (M2 ∩M ′

1)⊕̃M̃2 = M2 for some Hilbert submodule M̃2. Set F1 = F|M1 , then F|M1 is an
isomorphism from M1 onto M2. So we get

M = F−1
1 (M2 ∩M ′

1)⊕̃F−1
1 (M̃2)⊕̃N1,

where F−1
1 (M2 ∩M ′

1) ∼= M2 ∩M ′
1 and F−1

1 (M̃2) ∼= M̃2. Hence F−1
1 (M̃2)⊕̃N1 � M̃2⊕̃N2 because

N1 � N2. Since
M = (M2 ∩M ′

1)⊕̃(M̃2⊕̃N2) = (M2 ∩M ′
1)⊕̃(M ′′

1 ⊕̃N ′1),

it follows that M̃2⊕̃N2
∼= M ′′

1 ⊕̃N ′1. Therefore, we get F−1
1 (M̃2)⊕̃N1 �M ′′

1 ⊕̃N ′1. With respect to
the decomposition

M = F−1
1 (M2 ∩M ′

1)⊕̃(F−1
1 (M̃2)⊕̃N1)

F−→ (M2 ∩M ′
1)⊕̃(M ′′

1 ⊕̃N ′1) = M,

F has the matrix
[
F1 F2

0 F4

]
, where F1 is an isomorphism. Hence, by the proof of Lemma

2.0.42, there exists an isomorphism U such that F has the matrix
[
F1 0

0 F̃4

]
with respect to

the decomposition

M = F−1
1 (M2 ∩M ′

1)⊕̃U(F−1
1 (M̃2)⊕̃N1)

F−→ (M2 ∩M ′
1)⊕̃(M ′′

1 ⊕̃N ′1) = M.

Then, with respect to the decomposition

M = F−1
1 (M2 ∩M ′

1)⊕̃U(F−1
1 (M̃2)⊕̃N1)

DF−→ D(M2 ∩M ′
1)⊕̃(D(M ′′

1 )⊕̃N ′2) = M,

the operator DF has the matrix
[

(DF )1 0
0 (DF )4

]
, where (DF )1 is an isomorphism. More-

over,
F−1

1 (M̃2)⊕̃N1 �M ′′
1 ⊕̃N ′1 � D(M ′′

1 )⊕̃N ′2.

It remains to show that F−1
1 (M̃2) is finitely generated. To this end, observe that we have that

M2 ∩ M ′
1 = keru′|M2

, where u′ stands for the projection onto N ′1 along M ′
1. Hence u′|M2

is
injective on M̃2. Now, by Lemma 2.0.30, M̃2 is self-dual, so, by Lemma 2.0.52, we deduce that
M̃2 is isomorphic to a direct summand in N ′1. Since N ′1 is finitely generated, it follows that M̃2

is finitely generated as well. Hence F−1
1 (M̃2) is finitely generated, since F−1

1 (M̃2) ∼= M̃2. We
have then obtained anMΦ−

′

+ -decomposition for DF, so DF ∈MΦ−
′

+ (M).
The proofs for the other cases are similar.

Corollary 4.0.11. Let M be a self-dual Hilbert W ∗-module. Then M̃Φ
−
+(M) and M̃Φ

+

−(M)
are semigroups under the multiplication.

Proof. We use Lemma 4.0.10 together with Proposition 3.4.12 (which is valid for arbitrary
Hilbert C∗-modules by Remark 3.4.13) and obtain the result.

Corollary 4.0.12. Let M be a self-dual Hilbert W ∗-module. Then analogue of Corollary 3.1.19
holds in this case.

Proof. By applying Lemma 4.0.10, Corollary 3.5.9 and Corollary 3.5.10 instead of Corollary
3.1.14, Corollary 3.1.17 and Corollary 3.1.18, respectively, we deduce the desired result.

Corollary 4.0.13. Let M be a self-dual Hilbert W ∗-module. Then MΦ−+(M) and MΦ+
−(M)

are semigroups under the multiplication.

74



Chapter 4. Semi-Fredholm operators over W ∗-algebras

Proof. By applying Lemma 4.0.10 instead of Corollary 3.1.14, Corollary 3.5.7 instead of Corol-
lary 3.1.15, Corollary 3.5.10 instead of Corollary 3.1.18, Corollary 4.0.12 instead of Corollary
3.1.19 and Corollary 4.0.11 instead of Lemma 3.4.7, we can argue in exactly the same way as
in the proof of Lemma 3.4.8.

Remark 4.0.14. Notice that Lemma 3.1.13 also holds in the case of arbitrary self-dual Hilbert
W ∗-modules. Indeed, by applying Lemma 4.0.10 instead of Lemma 2.0.43 and recalling that
by Proposition 4.0.6 the index is well defined on arbitrary Hilbert W ∗-modules, we can argue
in this case in exactly the same way as in the proof of Lemma 3.1.13.

Lemma 4.0.15. Let M be a self-dual Hilbert W ∗-module.
ThenMΦ+(M) \MΦ−′+ (M),MΦ−(M) \MΦ+′

− (M) andMΦ(M) \MΦ0(M) are open.

Proof. Let F ∈MΦ+(M) \MΦ−′+ (M) and

M = M1⊕̃N1
F−→M2⊕̃N2 = M

be anMΦ+-decomposition for F. As in the proof of Lemma 3.4.14, for a sufficiently small ε > 0
we can find some D ∈MΦ+(M) such that

M = M ′
1⊕̃N ′1

D−→M ′
2⊕̃N ′2 = M

is anMΦ+-decomposition for D and in addition M1
∼= M ′

1, N1
∼= N ′1,M2

∼= M ′
2 and N2

∼= N ′2.
If D ∈MΦ−′+ (M), we can find anMΦ−′+ -decomposition for D,

M = M ′′
1 ⊕̃N ′′1

D−→M ′′
2 ⊕̃N ′′2 = M.

Then, by the same arguments as in the proof of Lemma 4.0.10, we deduce that there exists
finitely generated Hilbert submodules P ′ and P ′′ such that

M ′
1 = (M ′

1 ∩M ′′
1 )⊕ P ′ and M ′′

1 = (M ′
1 ∩M ′′

1 )⊕ P ′′.

Hence we can proceed in the same way as in the proof of Lemma 3.4.14 to conclude that there
exists an isomorphism U1 such that

M = U1(M ′
1 ∩M ′′

1 )⊕̃(U1(P ′)⊕̃N1)
F−→ F (U1(M ′

1 ∩M ′′
1 ))⊕̃(F (U1(P ′))⊕̃N2) = M

is anMΦ−′+ -decomposition for F.
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Chapter 5

Generalizations of semi-C∗-Fredholm
operators

Various generalizations of classical semi-Fredholm operators such as generalized Weyl operators
defined by Ðorđević in [8] and semi-B-Fredholm operators defined by Berkani in [4] and [5] have
been considered earlier. In this chapter we are going to construct in a similar way generalizations
of semi-A-Fredholm operators and investigate some of their properties. Moreover, we shall apply
some of these results to the classical case of regular operators on Banach spaces.

5.1 Generalized semi-C∗-Weyl operators
We start with the following definition.

Definition 5.1.1. [21, Definition 11] Let F ∈ Ba(HA).
1) We say that F ∈MΦgc(HA) if ImF is closed and in addition kerF and ImF⊥ are self-dual.
2) We say that F ∈ MΦgc

0 (HA) if ImF is closed and kerF ∼= ImF⊥ (here we do not require
the self-duality of kerF, ImF⊥).

The operators belonging toMΦgc(HA) will be called the generalized A-Fredholm operators,
whereas the operators belonging toMΦgc

0 (HA) will be called the generalized A-Weyl operators.

Remark 5.1.2. [21, Remark 10] Recall that if H is a Hilbert space, then an operator F ∈ B(H)
is called a Weyl operator if F is a Fredholm operator with index 0. Now, as we have mentioned
in preliminaries, for A-Fredholm operators we wish to generalize the sign of the index by
considering monomorphism between the submodules. For the operators in Ba(HA) with closed
image we may obtain a generalization of the index by considering the monomorphisms between
their kernel and the orthogonal complement of their image. Thus, a natural generalization in
this setting of Weyl operators on Hilbert spaces would be the operators in Ba(HA) with closed
image such that their kernel is isomorphic to the orthogonal complement of their image, in
other words the operators belonging toMΦgc

0 (HA).

We have the following proposition.

Proposition 5.1.3. [21, Proposition 3] Let F,D ∈ MΦgc
0 (HA) and suppose that ImDF is

closed. Then DF ∈MΦgc
0 (HA).

Proof. Since ImDF is closed, by Theorem 2.0.20 there exists a closed submodule X such that
ImD = ImDF ⊕X because DF can be viewed as an adjointable operator from HA into ImD.

Next, considering the map D|ImF and again using the assumption that ImDF is closed,
we have that kerD|ImF , which is equal to kerD ∩ ImF, is orthogonally complementable in
ImF by Theorem 2.0.20. Indeed, ImF is orthogonally complementable in HA by Theorem
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2.0.20, hence D|ImF is an adjointable operator from ImF onto ImDF. Therefore, we can apply
Theorem 2.0.20 on the operator D|ImF . It follows that ImF = W ⊕ (kerD ∩ ImF ) for some
closed submoduleW. Now, since (kerD∩ImF )⊕W⊕ImF⊥ = HA and (kerD∩ImF ) ⊆ kerD,
by Lemma 2.0.66 it follows that

kerD = (kerD ∩ ImF )⊕ (kerD ∩ (W ⊕ ImF⊥)).

Set M = kerD ∩ (W ⊕ ImF⊥), then kerD = (kerD ∩ ImF )⊕M.
Clearly, D|kerD⊥ is an isomorphism from kerD⊥ onto ImD. Let S = (D|

kerD⊥
)−1 and PkerD⊥

denote the orthogonal projection onto kerD⊥. Then PkerD⊥ = SDPkerD⊥ and PkerD⊥|W
is an

isomorphism from W onto S(ImDF ). Indeed, since D|W is injective and D(W ) = ImDF is
closed, by the Banach open mapping theorem D|W is an isomorphism onto ImDF. This actually
means that DPkerD⊥|W

is an isomorphism onto ImDF, as D|W = DPkerD⊥|W
. It follows that

PkerD⊥(W ) = SDPkerD⊥(W ) = S(ImDF ).

Since DPkerD⊥|W
is an isomorphism onto ImDF, it follows that PkerD⊥|W

is an isomorphism
onto S(ImDF ). Recall that

kerD⊥ = S(ImD) = S(ImDF )⊕̃S(X).

Therefore, we get that HA = W ⊕̃S(X)⊕̃ kerD. Indeed, let x ∈ HA, then, since

HA = S(ImDF )⊕̃S(X)⊕̃ kerD,

we have x = y + z + u for some y ∈ S(ImDF ), z ∈ S(X) and u ∈ kerD. As PkerD⊥|W
is an

isomorphism onto S(ImDF ), there exists some w ∈ W such that PkerD⊥(w) = y. This means
that w = y + u′ for some u′ ∈ kerD. Hence we get

x = y + z + u = y + u′ + z + u− u′ ∈ W + S(X) + kerD,

because u − u′ ∈ kerD. Thus, HA = W + S(X) + kerD. Since PkerD⊥|W
is injective, we have

W ∩ kerD = {0}. If v ∈ W ∩ S(X) for some v ∈ HA, then, as S(X) ⊆ kerD⊥, we get

v = PkerD⊥(v) ∈ S(ImDF ) ∩ S(X) = {0}.

Hence W ∩ S(X) = 0, so we obtain HA = W ⊕̃S(X)⊕̃ kerD.
Thus, we have

HA = W ⊕̃S(X)⊕̃(kerD ∩ ImF )⊕̃M = W ⊕ (kerD ∩ ImF )⊕ ImF⊥.

This gives S(X)⊕̃M ∼= ImF⊥.
Next, by Theorem 2.0.20 applied on the operator DF, we obtain that kerDF is orthogonally

complementable in HA. Hence, F|kerDF is adjointable. Moreover, Im(F|kerDF ) = ImF ∩ kerD,
which is closed. Now, kerF = ker (F|kerDF ), as kerF ⊆ kerDF. It follows by Theorem 2.0.20
that kerF is orthogonally complementable in kerDF, so kerDF = kerF ⊕ W̃ for some closed
submodule W̃ . On W̃ , F is an isomorphism onto kerD ∩ ImF, so W̃ ∼= (kerD ∩ ImF ).

Therefore, we get

kerDF ∼= (kerF ⊕ (kerD ∩ ImF )) ∼= ImF⊥ ⊕ (kerD ∩ ImF )

∼= S(X)⊕M ⊕ (kerD ∩ ImF ) ∼= S(X)⊕ kerD ∼= X ⊕ ImD⊥ ∼= ImDF⊥

(here ⊕ denotes now the direct sum in the sense of Example 2.0.6).
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Remark 5.1.4. In the proof of Proposition 5.1.3 we have obtained the relation

HA = W ⊕̃S(X)⊕̃(kerD ∩ ImF )⊕̃M.

Since kerD = (kerD ∩ ImF )⊕M and ImF = W ⊕ (kerD ∩ ImF ), we deduce from the above
relation that

HA = S(X)⊕̃(kerD + ImF ).

Thus, kerD + ImF is closed and complementable in this case.

Proposition 5.1.3 is a generalization of [8, Theorem 1]. Indeed, our proof is also valid in the
case when F ∈MΦgc

0 (M,N), D ∈Mgc
0 (N,R), whereM,N,R are arbitrary Hilbert C∗-modules

over a unital C∗-algebra A.
Next, by our proof we easily obtain a generalization of Harte’s ghost theorem in [14].

Corollary 5.1.5. [21, Corollary 1] Let F,D ∈ Ba(HA) and suppose that ImF, ImD, ImDF
are closed. Then

kerF ⊕ kerD ⊕ ImDF⊥ ∼= ImD⊥ ⊕ ImF⊥ ⊕ kerDF.

Proof. We keep the notation from the previous proof. In that proof we have shown the relation

ImF⊥ ∼= S(X)⊕M.

Moreover,
D = (kerD ∩ ImF )⊕M, ImDF⊥ = ImD⊥ ⊕X,

kerDF ∼= kerF ⊕ (kerD ∩ ImF ).

This gives
kerF ⊕ kerD ⊕ ImDF⊥ ∼= kerF ⊕ kerD ⊕ ImD⊥ ⊕X

∼= kerF ⊕ (kerD ∩ ImF )⊕M ⊕ ImD⊥ ⊕X ∼= kerDF ⊕M ⊕ S(X)⊕ ImD⊥

∼= kerDF ⊕ ImF⊥ ⊕ ImD⊥.

Inspired by the definition of the exact sequences in Banach spaces, we give now the following
definition.

Definition 5.1.6. [21, Definition 12] Let M1, . . . ,Mn be Hilbert submodules of HA. We say
that the sequence 0→M1 →M2 → · · · →Mn → 0 is exact if for each k ∈ {2, . . . , n− 1} there
exist closed submodules M ′

k and M ′′
k such that the following holds:

1) Mk = M ′
k⊕̃M ′′

k for all k ∈ {2, . . . , n− 1};
2) M ′

2
∼= M1 and M ′′

n−1
∼= Mn;

3) M ′′
k
∼= M ′

k+1 for all k ∈ {2, . . . , n− 2}.

Then we have the following lemma.

Lemma 5.1.7. [21, Lemma 2 ] Let F,D ∈ Ba(HA) and suppose that ImF, ImD, ImDF are
closed. Then the sequence

0→ kerF → kerDF → kerD → ImF⊥ → ImDF⊥ → ImD⊥ → 0

is exact.
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Proof. From the proof of Proposition 5.1.3 and using the same notation, we obtain the following:

kerDF = kerF ⊕ W̃ , where W̃ ∼= kerD ∩ ImF,

kerD = (kerD ∩ ImF )⊕M, ImF⊥ ∼= X ⊕M,

ImDF⊥ = X ⊕ ImD⊥.

Using the fact that a direct summand in a self-dual module is again a self-dual submodule,
the fact that a direct sum of two self-dual modules is a self-dual module itself and the fact that
the self-duality is preserved under isomorphisms, which follows from Lemma 2.0.30, Lemma
2.0.31 and Lemma 2.0.33, we easily obtain the next result as a corollary of Lemma 5.1.7.

Corollary 5.1.8. [21, Lemma 3] Let F,D ∈ MΦgc(HA) and suppose that ImDF is closed.
Then DF ∈MΦgc(HA).

Lemma 5.1.9. [21, Lemma 4] Let F ∈ Ba(HA). Then F ∈ MΦgc(HA) if and only if F ∗ ∈
MΦgc(HA).

Proof. By the proof of Theorem 2.0.20 part ii), ImF ∗ is closed if ImF is closed. Next, we use
that kerF = ImF ∗⊥ and kerF ∗ = ImF⊥.

Proposition 5.1.10. [21, Proposition 4 ] Let F,D ∈ Ba(HA), suppose that ImF, ImD are
closed and DF ∈MΦgc(HA). Then the following statements hold:
a) D ∈MΦgc(HA)⇔ F ∈MΦgc(HA);
b) if kerD is self-dual, then F,D ∈MΦgc(HA);
c) if ImF⊥ is self-dual, then F,D ∈MΦgc(HA).

Proof. Part b) follows from Lemma 5.1.7, Lemma 2.0.30, Lemma 2.0.31 and Lemma 2.0.33. By
passing to the adjoints and using Lemma 5.1.9 one may obtain c). To deduce a), use b) and
c).

Lemma 5.1.11. [21, Lemma 5] Let F ∈ Ba(HA) and suppose that ImF is closed. Moreover,
assume that there exist operators D,D′ ∈ Ba(HA) with closed images such that D′F, FD ∈
MΦgc(HA). Then F ∈MΦgc(HA).

Proof. By Lemma 5.1.7, since FD is inMΦgc(HA) and ImF, ImD are closed, it follows that
ImF⊥ is self-dual. Now, by passing to the adjoints and using Lemma 5.1.9, we obtain that
F ∗(D′)∗ ∈MΦgc(HA), asD′F ∈MΦgc(HA).Moreover, by the proof of Theorem 2.0.20 part ii),
ImF ∗, (ImD′)∗ are closed, as ImF, ImD′ are closed by assumption. Hence, using the previous
arguments, we deduce that ImF ∗⊥ = kerF is self-dual.

Remark 5.1.12. Our results on generalized A-Fredholm operators are motivated and inspired
by Yang’s results and work in [31] on generalized Fredholm operators on Banach spaces.

We are now going to apply the proofs of Proposition 5.1.3 and Lemma 5.1.7 to the case
of operators on Banach spaces and extend to this case Theorem 1 of [8] as well as some other
results from the classical semi-Fredholm theory.

Definition 5.1.13. Let X, Y be Banach spaces and T ∈ B(X, Y ). Then T is called a regular
operator if T (X) is closed in Y and in addition T−1(0) and T (X) are complementable in X
and Y, respectively.
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Remark 5.1.14. It is not hard to see that T is a regular operator if and only if T admits a
generalized inverse, that is if and only if there exists some T ′ ∈ B(Y,X) such that TT ′T = T.
In this case we have that TT ′ and T ′T are the projections onto T (X) and complement of T−1(0),
respectively, and moreover, T ′TT ′ = T ′. Thus, Definition 5.1.13 corresponds to the definition
of regular operators on Banach spaces given in [14].

Definition 5.1.15. [8] Let X, Y be Banach spaces and T ∈ B(X, Y ). Then we say that T
is generalized Weyl, if T (X) is closed in Y, and T−1(0) and Y /T (X) are mutually isomorphic
Banach spaces.

We give then the following proposition as an extension of [8, Theorem 1] to the case of
regular operators on Banach spaces.

Proposition 5.1.16. Let X, Y, Z be Banach spaces and let T ∈ B(X, Y ), S ∈ B(Y, Z). Suppose
that T, S, ST are regular, that is T (X), S(Y ), ST (X) are closed and T, S, ST admit generalized
inverse. If T and S are generalized Weyl operators, then ST is a generalized Weyl operator.

Proof. Since T, S, ST are regular by assumption, their kernels and ranges are complementable
in the respective Banach spaces X, Y, Z. Moreover, observe that S|T (X)

is regular. Indeed, if U
denotes the generalized inverse of ST, then for any x in X, we have STUST (x) = ST (x), so
it is easily seen that TU is generalized inverse of S|T (X)

. Hence (S|T (X)
)−1(0) is complementable

in T (X). However, we have (S|T (X)
)−1(0) = S−1(0) ∩ T (X). Since T (X) is complementable in

Y, because T is regular, it follows that S−1(0) ∩ T (X) is complementable in Y. By Lemma
2.0.66 we have that S−1(0) ∩ T (X) is then complementable in S−1(0). Moreover, ST (X) is
complementable in S(Y ) by Lemma 2.0.66, since ST (X) is complementable in Z. Finally, since
T−1(0) is complementable in X, because T is regular, and T−1(0) ⊆ ST−1(0), it follows again
from Lemma 2.0.66 that T−1(0) is complementable in ST−1(0). Then we are in the position to
apply exactly the same proof as in Proposition 5.1.3.

Remark 5.1.17. In general, if X, Y, Z are Banach spaces and F ∈ B(X, Y ), G ∈ B(Y, Z),
GF ∈ B(X,Z) are regular operators, then we have that the sequence

0→ kerF → kerGF → kerG→ ImF ◦ → ImGF ◦ → ImG◦ → 0

is exact, where ImF ◦, ImG◦ and ImGF ◦ denote the complements of ImF, ImG and ImGF
in the respective Banach spaces. This can be deduced from the proof of Proposition 5.1.3
and Proposition 5.1.16 or from [31, Proposition 2.1] and [31, Theorem 2.7]. If G,F,GF are
regular operators, then all the subspaces in the above sequence are complementable in the
respective Banach spaces. From the exactness of the above sequence we may deduce as direct
corollaries various results such as [8, Theorem 1] and index theorem, Harte’s ghost theorem in
[14] etc. Recalling from Proposition 3.5.11 that the index of closed range operators A-Fredholm
operators on arbitrary Hilbert A-modules is well-defined, from the exact sequence in Lemma
5.1.7 we obtain that Lemma 2.0.43 remains valid for closed range A-Fredholm operators on
arbitrary Hilbert A-modules.

Recall Definition 2.0.41 from preliminaries. The next proposition is another generalization
of the well-known index theorem [56, Theorem 1.2.4].

Proposition 5.1.18. [19, Proposition 3.19] Let F,G ∈ M̂Φl(HA) with closed images and sup-
pose that ImGF is closed. Then ImF, ImG and ImGF are complementable in HA. Moreover,
if ImF ◦, ImG◦, ImGF ◦ denote the complements of ImF, ImG, ImGF, respectively, then

ImGF ◦ � ImF ◦ ⊕ ImG◦,

kerGF � kerG⊕ kerF.

If F,G ∈ M̂Φr(HA) and ImF, ImG, ImGF are closed, then the above statement holds under
the additional assumption that ImF, ImG, ImGF are complementable in HA.
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Proof. Since F ∈ M̂Φl(HA), from Proposition 3.5.11 it follows that ImF is complementable
in HA because ImF is closed by assumption. Similarly, since ImG, ImGF are closed, we
have that ImG◦, ImGF ◦ exist, because G,GF ∈ M̂Φl(HA). Here we use the fact that GF ∈
M̂Φl(HA) by Corollary 3.5.5 since F,G ∈ M̂Φl(HA). Moreover, if G,F ∈ M̂Φr(HA), we have
GF ∈ M̂Φr(HA) by Corollary 3.5.5. In the first case, when G,F,GF ∈ M̂Φl(HA), we have by
Proposition 3.5.11 that F,G and GF are regular operators, whereas in the second case, when
G,F,GF ∈ M̂Φr(HA), we have by Proposition 3.5.13 that F,G and GF are regular operators.
By Remark 5.1.17 we can apply the exact sequence from Lemma 5.1.7 provided that we replace
the orthogonal complements by the respective complemented submodules.

Lemma 5.1.19. [19, Lemma 3.20] Let M be a Hilbert C∗-module and F,D ∈ Ba(M). Suppose
that ImF, ImD and ImDF are closed. Then

ImDF⊥ � ImF⊥ ⊕ ImD⊥,

kerDF � kerD ⊕ kerF.

Proof. If F,D ∈ Ba(M) and ImF, ImD are closed, by Theorem 2.0.20 F and D are then
regular operators. Hence we can apply the exact sequence from Lemma 5.1.7 .

Lemma 5.1.20. Let M be an arbitrary Hilbert W ∗-module and G,F ∈ M̂Φ(M). Suppose that
ImG, ImF and ImGF are closed. If ImGF is complementable in M, then GF ∈ M̂Φ(M) and
the relations from Proposition 5.1.18 hold in this case as well.

Proof. Since ImG and ImF are closed by assumption, from Proposition 3.5.11 it follows that

M = kerF ◦⊕̃ kerF
F−→ ImF ⊕̃ImF ◦ = M,

M = kerG◦⊕̃ kerG
G−→ ImG⊕̃ImG◦ = M

are two M̂Φ-decomposition for F and G, respectively. In particular, kerF and kerG are finitely
generated. Let u stand for the projection onto ImF ◦ along ImF. Since kerG∩ImF = keru|kerG
and kerG is self-dual, from Corollary 2.0.50 it follows that (kerG ∩ ImF ) ⊕M ′ = kerG for
some Hilbert submodule M ′. Hence kerG ∩ ImF is finitely generated as a direct summand in
kerG. By Lemma 2.0.25 we obtain ImF = (kerG ∩ ImF ) ⊕M for a Hilbert submodule M.
Hence

kerF ◦ = (F|kerF◦ )
−1(M)⊕̃(F|kerF◦ )

−1(kerG ∩ ImF ).

We have that
kerGF = kerF ⊕̃(F|kerF◦ )

−1(kerG ∩ ImF ),

so this implies that kerGF is complementable inM. Since ImGF is closed and complementable
in M by assumption, we get that GF is a regular operator. From the exactness of the sequence
given in Remark 5.1.17 we deduce then the desired results.

Corollary 5.1.21. Let X, Y, Z be Banach spaces and F ∈ B(X, Y ), G ∈ B(Y, Z) be regular
operators. Suppose that GF is also a regular operator. Then

ImGF ◦ � ImG◦ ⊕ ImF ◦ and kerGF � kerG⊕ kerF,

where ImF ◦, ImG◦ and ImGF ◦ denote the complements of ImF, ImG and ImGF in the re-
spective Banach spaces.

Definition 5.1.22. Let X, Y be Banach spaces and T ∈ B(X, Y ) be a regular operator. Then
T is said to be a generalized upper semi-Weyl operator if kerT � Y/Im(T ). Similarly, T is said
to be a generalized lower semi-Weyl operator if Y/Im(T ) � kerT.
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Lemma 5.1.23. Let T ∈ B(X, Y ), S ∈ B(Y, Z) and suppose that S, T, ST are regular. If S and
T are upper (or lower) generalized semi-Weyl operators, then ST is an upper (or respectively
lower) generalized semi-Weyl operator.

Proof. This follows from the exactness of the sequence given in Remark 5.1.17.

Lemma 5.1.24. Let F ∈ B(M) where M is a Hilbert C∗-module and suppose that F and
F 2 are regular. If F ∈ M̂Φl(M), then F|ImF ∈ M̂Φl(ImF ). Similarly, if F ∈ M̂Φr(M),

then F|ImF ∈ M̂Φr(ImF ). Finally, if F ∈ M̂Φ(M), then F|ImF ∈ M̂Φ(ImF ) and in this case
index F|ImF = index F.

Proof. We can apply Lemma 5.1.7 and Corollary 3.5.15 to deduce the lemma. Indeed, by
Remark 5.1.17 we have that Lemma 5.1.7 can be generalized to regular operators. For the
third statement in the lemma we recall also that the index of regular A-Fredholm operators is
well-defined on arbitrary Hilbert C∗-modules by Proposition 3.5.11.

Corollary 5.1.25. Let F ∈ Ba(M) and suppose that ImF and ImF 2 are closed.
1) If F ∈MΦ+(M), then F|ImF ∈MΦ+(ImF ).
2) If F ∈MΦ−(M), then F|ImF ∈MΦ−(ImF ).
3) If F ∈MΦ(M), then F|ImF ∈MΦ(ImF ) and index F = index F|ImF .

Proof. We just need to observe that F and F 2 are regular operators by Theorem 2.0.20. More-
over, since ImF is orthogonally complementable in M by Theorem 2.0.20, it follows that
F|ImF ∈ Ba(ImF ). Then we can proceed further as in the proof of Lemma 5.1.24.

Definition 5.1.26. For two Hilbert C∗-modulesM andM ′ we set M̃Φ
gc

0 (M,M ′) to be the class
of all closed range operators F ∈ Ba(M,M ′) for which there exist finitely generated Hilbert
submodules N, Ñ with the property that

N ⊕ kerF ∼= Ñ ⊕ ImF⊥.

Then we obtain the following generalization of [8, Theorem 2].

Lemma 5.1.27. Let T ∈ M̃Φ
gc

0 (HA) and F ∈ Ba(HA) such that ImF is closed, finitely
generated. Suppose that Im(T + F ), T (kerF ), P (kerT ), P (ker(T + F )) are closed, where P
denotes the orthogonal projection onto kerF⊥. Then

T + F ∈ M̃Φ
gc

0 (HA).

Proof. Since ImT and Im(T + F ) are closed by assumption, by Theorem 2.0.20 we have
HA = ImT ⊕ ImT⊥ and HA = Im(T + F ) ⊕ Im(T + F )⊥. Similarly, since ImF is closed
by assumption, from Theorem 2.0.20 we get that HA = kerF⊥ ⊕ kerF. Hence T|kerF is an
adjointable operator from kerF into ImT (and (T +F )|kerF = T|kerF is an adjointable operator
from kerF into Im(T + F ) ). Now, since T (kerF ) is closed by assumption, again by applying
Theorem 2.0.20 on the operator T|kerF , we deduce that

ImT = T (kerF )⊕N and Im(T + F ) = T (kerF )⊕N ′

for some Hilbert submodules N,N ′. Hence

ImT⊥ ⊕N = Im(T + F )⊥ ⊕N ′ = T (kerF )⊥.

Thus, T (kerF ) is orthogonally complementable in HA. Let Q denote the orthogonal projection
onto T (kerF )⊥. It turns out that N and N ′ are finitely generated. Indeed, we have

ImT = T (kerF ) + T (kerF⊥) and Im(T + F ) = T (kerF ) + (T + F )(kerF⊥).
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As F|
kerF⊥

is an isomorphism onto ImF by the Banach open mapping theorem and ImF is
finitely generated by assumption, it follows that kerF⊥ is finitely generated. Hence QT (kerF⊥)
and Q(T + F )(kerF⊥) are finitely generated. However, we have

N = Q(ImT ) = QT (kerF⊥) and N ′ = Q(Im(T + F )) = Q(T + F )(kerF⊥).

Furthermore, since P (kerT ) is closed by assumption and P|kerT is adjointable (as kerT is or-
thogonally complementable by Theorem 2.0.20), then kerP|(kerT )

= kerF ∩kerT is orthogonally
complementable in kerT, so

kerT = (kerF ∩ kerT )⊕M

for some closed submoduleM.We have that P|M is an isomorphism onto P (kerT ). Since P|kerT is
adjointable and P (kerT ) is closed, by Theorem 2.0.20 P (kerT ) is orthogonally complementable
in kerF⊥. As kerF⊥ is finitely generated, it follows that P (kerT ) is finitely generated. Thus,
M must be finitely generated because P|M is an isomorphism onto P (kerT ).
By similar arguments as above, using that P (ker(T + F )) is closed by assumption, we obtain
that

ker(T + F ) = (ker(T + F ) ∩ kerF )⊕M ′,

where M ′ is a finitely generated Hilbert submodule. Now, if x ∈ ker(T + F ) and Fx = 0,
then obviously Tx = 0 as well, hence ker(T + F ) ∩ kerF ⊆ kerT ∩ kerF. On the other hand,
kerT ∩ kerF ⊆ ker(T + F ) ∩ kerF, so we get

kerT ∩ kerF = ker(T + F ) ∩ kerF.

Thus,
ker(T + F ) = (kerT ∩ kerF )⊕M ′.

Finally, since T ∈ M̃Φ
gc

0 (HA), there exist finitely generated Hilbert submodules R and R′ such
that R⊕ kerT ∼= R′ ⊕ ImT⊥. Combining all this together, we deduce that

ker(T + F )⊕M ⊕N ⊕R ∼= (kerT ∩ kerF )⊕M ′ ⊕M ⊕N ⊕R

∼= kerT ⊕M ′ ⊕N ⊕R ∼= ImT⊥ ⊕M ′ ⊕N ⊕R′ ∼= Im(T + F )⊥ ⊕M ′ ⊕N ′ ⊕R′.

Corollary 5.1.28. Let T ∈MΦgc
0 (HA) and suppose that kerT ∼= ImT⊥ ∼= HA. If F ∈ Ba(HA)

satisfies the assumptions of Lemma 5.1.27, then

ker(T + F ) ∼= Im(T + F )⊥ ∼= HA.

In particular, T + F ∈MΦgc
0 (HA).

Proof. Notice that, since T ∈ MΦgc
0 (HA) by hypothesis, we already have that kerT ∼= ImT⊥,

so the additonal assumption is that kerT and ImT⊥ are isomorphic to HA. By the proof of
Lemma 5.1.27 (and using the same notation), sinceMΦgc

0 (HA) ⊆ M̃Φgc
0 (HA), we have

ker(T + F )⊕M ⊕N ⊕R ∼= kerT ⊕M ′ ⊕N ⊕R

∼= ImT⊥ ⊕M ′ ⊕N ⊕R′ ∼= Im(T + F )⊥ ⊕M ′ ⊕N ′ ⊕R′.

Since M,N,R,M ′, N ′, R′ are finitely generated Hilbert submodules and kerT ∼= ImT⊥ ∼= HA
by assumption, by the Kasparov stabilization Theorem 2.0.13 we have

HA ∼= kerT ⊕M ′ ⊕N ⊕R ∼= ImT⊥ ⊕M ′ ⊕N ⊕R′.

83



Chapter 5. Generalizations of semi-C∗-Fredholm operators

Hence
HA ∼= ker(T + F )⊕M ⊕N ⊕R ∼= Im(T + F )⊥ ⊕M ′ ⊕N ′ ⊕R′.

By the Dupre-Filmore Theorem 2.0.15, it follows easily that

ker(T + F ) ∼= Im(T + F )⊥ ∼= HA.

Lemma 5.1.29. Let T ∈MΦ(HA) and suppose that ImT is closed. Then T ∈ M̃Φ
gc

0 (HA).

Proof. By Lemma 3.1.21, since ImT is closed and T ∈MΦ(HA), we have that kerT and ImT⊥
are then finitely generated. By Theorem 2.0.34 we can find an n ∈ N such that

Ln = P ⊕̃pn(kerT ) = P ′⊕̃pn(ImT⊥) and pn(kerT ) ∼= kerT, pn(ImT⊥) ∼= ImT⊥,

where P and P ′ are finitely generated Hilbert submodules and pn denotes the orthogonal
projection onto Ln. It follows that P ⊕ kerT ∼= P ′ ⊕ ImT⊥.

Lemma 5.1.30. Let M̃ be a Hilbert C∗-module and F,D ∈ M̃Φ
gc

0 (M̃). If ImDF is closed,
then DF ∈ M̃Φ

gc

0 (M̃).

Proof. Since F,D ∈ M̃Φ
gc

0 (M̃) by assumption, there exist finitely generated Hilbert submod-
ules N, Ñ,N ′ and Ñ ′ such that

N ⊕ kerF ∼= Ñ ⊕ ImF⊥ and N ′ ⊕ kerD ∼= Ñ ′ ⊕ ImD⊥.

By applying the arguments from the proof of Proposition 5.1.3 and using the same notation,
we obtain the following chain of isomorphisms:

kerDF ⊕N ⊕N ′ ∼= kerF ⊕ (kerD ∩ kerF )⊕N ⊕N ′

∼= ImF⊥ ⊕ (kerD ∩ ImF )⊕ Ñ ⊕N ′ ∼= S(X)⊕M ⊕ (kerD ∩ F )⊕̃Ñ ⊕N ′

∼= S(X)⊕ kerD ⊕ Ñ ⊕N ′ ∼= X ⊕ ImD⊥ ⊕ Ñ ⊕ Ñ ′ ∼= ImDF⊥ ⊕ Ñ ⊕ Ñ ′.

We can apply the arguments from the proof of Lemma 5.1.27 to obtain an extension of
[8, Theorem 2] to the case of regular operators on Banach spaces.
First we give the following definition.

Definition 5.1.31. Let X, Y be Banach spaces. We set Φgc
0 (X, Y ) to be the set of all regular

operators F ∈ B(X, Y ) satisfying that there exist finite dimensional Banach spaces Z1 and Z2

with the property that kerF ⊕ Z1
∼= ImF ◦ ⊕ Z2, where ImF ◦ stands for the complement of

ImF in Y.

Then we present the following extension of [8, Theorem 2] to the case of regular operators
on Banach spaces.

Lemma 5.1.32. Let X, Y be Banach spaces and T ∈ Φgc
0 (X, Y ). Suppose that F is a finite

rank operator from X into Y. Then T + F ∈ Φgc
0 (X, Y ).
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Proof. Since F is finite rank operator, it is regular, i.e. ImF is closed, kerF and ImF are
complementable in X and Y, respectively. Let kerF ◦ denote complement of kerF in X. As ImT
is closed by assumption and ImT = T (kerF )+T (kerF ◦), it follows that T (kerF ) has finite co-
dimension in ImT, so, by the Kato Theorem [56, Corollary 1.1.7], we have that T (kerF ) is closed
( as T (kerF ) = ImT|kerF and kerF ◦ is finite dimensional). Hence, again using that T (kerF )
has finite co-dimension, by part b) in [45, Lemma 4.21] we obtain that ImT = T (kerF )⊕̃N,
where N is a finite dimensional subspace. Now, since T (kerF ) is closed and

Im(T + F ) = T (kerF ) + (T + F )(kerF ◦),

by [56, Lemma 1.1.2] we get that Im(T +F ) is closed as (T +F )(kerF ◦) is finite dimensional.
By the similar arguments as above, we deduce then that Im(T + F ) = T (kerF )⊕̃N ′ for some
finite dimensional subspace N ′. Since

Y = ImT ⊕̃ImT ◦ = T (kerF )⊕̃N⊕̃ImT ◦,

where ImT ◦ stands for the complement of ImT in Y , we see that T (kerF ) is complementable
in Y. Let T (kerF )◦ denote complement of T (kerF ) in Y and Q be the projection onto T (kerF )◦

along T (kerF ). Then Q|N′ is injective. As N ′ is finite dimensional, so is Q(N ′), hence Q(N ′)
is closed and T (kerF )◦ = Q(N ′)⊕̃V for some closed subspace V. This follows by part a) in
[45, Lemma 4.21] . Since Q|N′ is then an isomorphism onto Q(N ′), by the same arguments as
in the proof of Proposition 5.1.3 we deduce that

Y = T (kerF )⊕̃N ′⊕̃V = Im(T + F )⊕̃V,

so Im(T + F ) is complementable.
Next, let P denote the projection onto kerF ◦ along kerF. Then P|kerT and P|ker(T+F )

are
finite rank operators, hence regular. It follows that their kernels are complementable, hence by
the same arguments as in the proof of Lemma 5.1.27 we deduce that

kerT = (kerT ∩ kerF )⊕̃M and ker(T + F ) = (kerT ∩ kerF )⊕̃M ′

for some finite dimensional subspaces M and M ′. Since kerT is complementable in X as T
is regular, then kerT ∩ kerF is complementable in X, so by the similar arguments as above
we can deduce that ker(T + F ) is complementable in X. Hence T + F is a regular operator.
Moreover, proceeding in the same way as in the proof of Lemma 5.1.27 by considering chain of
isomorphisms, we conclude that T + F ∈ Φgc

0 (X, Y ).

Remark 5.1.33. If H is a Hilbert space, it follow that if F ∈ Φgc
0 (H) and kerF or ImF⊥ are

infinite-dimensional, then kerF ∼= ImF⊥. Hence it is not hard to see that Lemma 5.1.32 is
indeed an extension of [8, Theorem 2].

Remark 5.1.34. As explained in the proof of Proposition 5.1.16 and Remark 5.1.17, the proof
of Proposition 5.1.3 applies in the case of regular operators on Banach spaces. By combining
this fact with the proof of Lemma 5.1.30 we can deduce that if T ∈ Φgc

0 (X, Y ), S ∈ Φgc
0 (Y, Z)

and ST is regular, then ST ∈ Φgc
0 (X,Z) (where X, Y and Z are Banach spaces).

5.2 Semi-C∗-B-Fredholm operators
In this section we are going to construct a generalization of B-Fredholm and semi-B-Fredholm
operators on Hilbert and Banach spaces defined in [5] and [4] in the setting of semi-A-Fredholm
operators. We give the following definition.
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Definition 5.2.1. [21, Definition 16] Let F ∈ Ba(HA). Then F is said to be an upper semi-
A-B-Fredholm operator if there exists some n ∈ N such that ImFm is closed for all m ≥ n
and F|ImFn is an upper semi-A-Fredholm operator. Similarly, F is said to be a lower semi-A-B-
Fredholm operator if the above conditions hold except that in this case we assume that F|ImFn
is a lower semi-A-Fredhlom operator and not an upper semi-A-Fredholm operator.

Remark 5.2.2. [21, Remark 7] If A = C, that is if HA = H is a Hilbert space, then the
assumption that F|ImFn is an A-Fredholm operator would automatically imply that ImFm is
closed for all m ≥ n. Indeed, since A = C, it is not difficult to see that the property of being
A-Fredholm in the sense of Definition 2.0.37 is the same as the property of being Fredholm
in the ordinary sense. Since F|ImFn is then a Fredholm operator, it follows that F k

|ImFn is
Fredholm for all k, as the composition of Fredholm operators is again a Fredholm operator .
Then F k(ImF n) is closed for all k, as the image of a Fredholm operator is closed. However,
F k(ImF n) = ImF n+k.

Proposition 5.2.3. [21, Proposition 7] If F is an upper semi-A-B-Fredholm operator (respec-
tively, a lower semi-A-B-Fredholm operator), n ∈ N is such that ImFm is closed for all m ≥ n
and F|ImFn is an upper semi-A-Fredholm operator (respectively, a lower semi-A-Fredholm opera-
tor), then F|ImFm is an upper semi-A-Fredholm operator (respectively, a lower semi-A-Fredholm
operator) for all m ≥ n. Moreover, if F is an A-B-Fredholm operator, n ∈ N is such that ImFm

is closed for all m ≥ n and F|ImFn is an A-Fredholm operator, then F|ImFm is an A Fredholm
operator and index F|ImFm = index F|ImFn for all m ≥ n.

Proof. By applying Corollary 5.1.25 on the operator F|ImFn and proceeding inductively, we
deduce the proposition.

For an A-B-Fredholm operator F we set index F = index F|ImFn , where n is such that
ImFm is closed for all m ≥ n and such that F|ImFn is an A-Fredholm operator.

Inspired by [5, Theorem 3.2] we state the following proposition.

Proposition 5.2.4. Let M be a Hilbert-module and F,D ∈ Ba(M) satisfying that FD = DF.
Suppose that there exists an n ∈ N such that Im(DF )m is closed for all m ≥ n and in addition
for each m ≥ n we have that ImFm+1Dm and ImDm+1Fm are closed. If F and D are upper
(lower) semi-A-B-Fredholm, then DF is upper (lower) semi-A-B-Fredholm. If F and D are
A-B-Fredholm, then DF is A-B-Fredholm and index DF = index D + index F.

Proof. If F and D are upper semi-A-B-Fredholm, then by Proposition 5.2.3 we can choose an
n ∈ N sufficiently large such that n satisfies the assumption in the proposition and in addition
satisfies that ImDm, ImFm are closed and F|ImFm , D|ImFm are upper semi-A-Fredholm for all
m ≥ n. As ImF n+1Dn = ImF (DF )n, ImDn+1F n = ImD(DF )n, Im(DF )n and Im(DF )n+1

are all closed by assumption, we have that F|Im(DF )n
, D|Im(DF )n

and DF|Im(DF )n
are regular oper-

ators. This follows from Theorem 2.0.20. Hence we can apply the exact sequence from Lemma
5.1.7. Since F|ImFn and D|ImDn are upper semi-A-Fredholm, we have that

kerF|ImFn = kerF ∩ ImF n and kerD|ImDn = kerD ∩ ImDn

are both finitely generated by Lemma 3.1.21. As F|Im(DF )n
and D|Im(DF )n

are regular operators,
it follows that

kerF|Im(DF )n
= kerF ∩ Im(DF )n and kerD|Im(DF )n

= kerD ∩ Im(DF )n

are both orthogonally complementable in Im(DF )n. However, Im(DF )n is orthogonally com-
plementable in M by Theorem 2.0.20, so kerF ∩ Im(DF )n and kerD ∩ Im(DF )n are orthog-
onally complementable in M. Since

Im(DF )n = ImDnF n = ImF nDn ⊆ ImF n ∩ ImDn,
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we get that

kerD ∩ Im(DF )n ⊆ kerD ∩ ImDn and kerF ∩ Im(DF )n ⊆ kerF ∩ ImF n.

By Lemma 2.0.66 we obtain that kerF ∩ Im(DF )n and kerD ∩ Im(DF )n are orthogonally
complementable in kerF ∩ ImF n and kerD ∩ ImDn, respectively. As kerF ∩ ImF n and
kerD ∩ ImDn are finitely generated, it follows that kerF ∩ Im(DF )n and kerD ∩ Im(DF )n

are both finitely generated. By applying the exact sequence from Lemma 5.1.7 on the operators
F|Im(DF )n

, D|Im(DF )n
and DF|Im(DF )n

we deduce that kerDF|Im(DF )n
is finitely generated. Hence,

DF|Im(DF )n
is upper semi-A-Fredholm by Lemma 3.1.21. Proceeding inductively we obtain that

DF|Im(DF )m
is upper semi-A-Fredholm for all m ≥ n.

Suppose next that F|ImFn and D|ImDn are lower semi-A-Fredholm. Then, by Lemma 3.1.21,

ImF n = ImF n+1 ⊕N and ImDn = ImDn+1 ⊕N ′

for some finitely generated Hilbert submodules N and N ′. It follows that

ImDnF n = ImDnF n+1 +Dn(N) and ImF nDn = ImF nDn+1 + F n(N ′).

Since ImF n+1Dn = ImF (DF )n and ImDn+1F n = ImD(DF )n are both closed by assump-
tion, by Theorem 2.0.20 we have that ImF n+1Dn and ImDn+1F n are orthogonally comple-
mentable in ImF nDn = ImDnF n = Im(DF )n, so

Im(DF )n = ImF (DF )n ⊕ Ñ and Im(DF )n = ImD(DF )n ⊕ Ñ ′

for some Hilbert submodules Ñ and Ñ ′. Let P and P ′ stand for the orthogonal projections onto
Ñ and Ñ ′, respectively. As ImF n+1Dn = ImDnF n+1 and ImDn+1F n = ImF nDn+1, it follows
that Ñ = PDn(N) and Ñ ′ = P ′F n(N ′), hence Ñ and Ñ ′ are finitely generated since N and
N ′ are so. Thus, the orthogonal complement of ImF (DF )n and the orthogonal complement of
ImD(DF )n in Im(DF )n are both finitely generated. By applying again the exact sequence from
Lemma 5.1.7 on the operators F|Im(DF )n

, D|Im(DF )n
and DF|Im(DF )n

, we obtain by Lemma 3.1.21
that DF|Im(DF )n

is lower semi-A-Fredholm. Proceeding inductively we obtain that DF|Im(DF )m

is lower semi-A-Fredholm for all m ≥ n.
The proof in the case when F and D are A-B-Fredholm is similar, or more precisely, a

combination of the previous proofs for the cases when D and F were upper or lower semi-A-
B-Fredholm. Moreover, by applying the exact sequence from Lemma 5.1.7 in this case, we can
also deduce that

index DF = index D + index F.

Remark 5.2.5. If F and D are operators on a Hilbert space and both F and D are B-Fredholm,
then from [5, Theorem 3.2] we know that DF is B-Fredholm if D and F mutually commute.
Hence, there exists an n ∈ N such that Im(DF )m is closed for all m ≥ n. Now, if we choose
n ∈ N such that in addition F|ImFn and D|ImDn are Fredholm, then by the arguments from the
proof of Proposition 5.2.4 we get that the co-dimension of ImF (DF )n and the co-dimension
of ImD(DF )n in Im(DF )n are finite. Since Im(DF )n is closed, by the Kato Theorem [56,
Corollary 1.1.7] we must have that ImF (DF )n = ImF n+1Dn and ImD(DF )n = ImDn+1F n

are both closed. Proceeding inductively we obtain that ImFm+1Dm and ImDm+1Fm are closed
for all m ≥ n. Thus Proposition 5.2.4 can in a certain way be considered as a generalization of
[5, Theorem 3.2] to the case of operators on Hilbert C∗-modules.
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Theorem 5.2.6. [21, Theorem 8] Let T be an A-B-Fredholm operator on HA and suppose
that m ∈ N is such that T|ImTm is an A-Fredholm operator and ImT n is closed for all n ≥ m.
Let F be in the linear span of elementary operators and suppose that Im(T + F )n is closed for
all n ≥ m. Finally, assume that ImTm ∼= HA, Im(F̃ ), Tm(ker F̃ ) are closed and that ImF̃ is
finitely generated, where F̃ = (T + F )m − Tm. Then T + F is an A-B-Fredholm operator and
index (T + F ) = index T.

Proof. Since F̃ ∈ Ba(HA) and ImF̃ is closed by assumption, by Theorem 2.0.20 we have that
ker F̃ is orthogonally complementable in HA. Hence, Tm|ker F̃ is adjointable. Since Tm(ker F̃ )

is closed by assumption, again by Theorem 2.0.20 we have that Tm(ker F̃ ) is orthogonally
complementable in HA.

Observe that, since F̃ = (T + F )m − Tm by definition, it follows that (T + F )m|
ker F̃

= Tm|
ker F̃

,

so Tm(ker F̃ ) ⊆ Im(T + F )m. Hence, since Tm(ker F̃ ) ⊆ ImTm ∩ Im(T + F )m, by Lemma
2.0.66 it follows that

ImTm = Tm(ker F̃ )⊕N and Im(T + F )m = Tm(ker F̃ )⊕N ′

for some closed submodules N,N ′.
Now, since ImF̃ is finitely generated, it follows that ker F̃⊥ is also finitely generated, as

F̃|
ker F̃⊥

is an isomorphism onto ImF̃ . Moreover,

ImTm = Tm(ker F̃ ) + Tm(ker F̃⊥),

Im(T + F )m = Tm(ker F̃ ) + (T + F )m(ker F̃⊥).

Let Q denote the orthogonal projection onto Tm(ker F̃ )⊥. It is then clear that

N = Q(ImTm) = Q(Tm(ker F̃⊥)) and N ′ = Q(Im(T + F )m) = Q((T + F )m(ker F̃⊥)).

Since ker F̃⊥ is finitely generated, it follows that N,N ′ are also finitely generated.
As T|ImTm is an A-Fredholm operator, by Lemma 3.1.13 it follows that uT|Tm(ker F̃ )

is an A-
Fredholm operator, where u denotes the orthogonal projection onto Tm(ker F̃ ) along N. Here
we use that ImTm ∼= HA by assumption, so we are indeed in the position to apply Lemma
3.1.13.

Let P = I−Q. Since Tm(ker F̃ )⊥ = N⊕ImTm⊥, we have that PT|Tm(ker F̃ )
is an A-Fredholm

operator on Tm(ker F̃ ), as PT|Tm(ker F̃ )
= uT|Tm(ker F̃ )

(because TTm(ker F̃ ) ⊆ ImTm+1 ⊆ ImTm).
By Lemma 3.1.13, since ImTm ∼= HA by assumption, it follows that

index T = index T|ImTm = index u T|Tm(ker F̃ )
= index PT|Tm(ker F̃ )

.

Now, since ImTm ∼= HA, ImT
m = Tm(ker F̃ )⊕N and N is finitely generated, by the Dupre-

Filmore Theorem 2.0.15 it follows that Tm(ker F̃ ) ∼= HA. Since PF|Tm(ker F̃ )
∈ K∗(Tm(ker F̃ )),

it follows from Lemma 2.0.45 that P (T + F )|Tm(ker F̃ )
is an A-Fredholm operator on Tm(ker F̃ )

and
index PT|Tm(ker F̃ )

= index P (T + F )|Tm(ker F̃ )
.

Moreover,
Im(T + F )m = Tm(ker F̃ )⊕N ′,

where N ′ is finitely generated Hilbert submodule. Hence, P (T +F )|Tm(ker F̃ )
= ũ(T +F )|Tm(ker F̃ )

,

where ũ denotes the orthogonal projection onto Tm(ker F̃ ) along N ′, as

(T + F )(Tm(ker F̃ )) = (T + F )m+1(ker F̃ ) ⊆ Im(T + F )m+1 ⊆ Im(T + F )m.
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In addition, since N ′ is finitely generated and Tm(ker F̃ ) ∼= HA, by the Kasparov stabilization
Theorem 2.0.13 it follows that Im(T + F )m ∼= HA.
Since ũ(T +F )|Tm(ker F̃ )

is an A-Fredholm operator on Tm(ker F̃ ), Im(T +F )m ∼= HA and N ′ is
finitely generated, by Lemma 3.1.13 it follows that (T +F )|Im(T+F )m

is an A-Fredholm operator
and

index (T + F ) = index (T + F )|Im(T+F )m
= index ũ(T + F )|Tm(ker F̃ )

.

Remark 5.2.7. [21, Remark 9] When A = C, that is when HA = H is a Hilbert space, then
Theorem 5.2.6 reduces to [4, Proposition 3.3]. Indeed, since F and hence F̃ are finite rank
operators, then ImF̃ and ker F̃⊥ are finite dimensional in this case. Hence, we have that
Tm(ker F̃⊥) and (T + F )m(ker F̃⊥) are finite dimensional, so all these subspaces are closed,
being finite dimensional. Moreover,

Im(T + F )m = Im(Tm + F̃ )

= Tm(ker F̃ ) + (T + F̃ )(ker F̃⊥) = Tm(ker F̃ ) + (T + F )m(ker F̃⊥).

Since ImTm is closed, ImTm = Tm(ker F̃ ) +Tm(ker F̃⊥) and Tm(ker F̃⊥) is finite dimensional,
it follows that Tm(ker F̃ ) is closed. This follows from the Kato theorem [56, Corollary 1.1.7]
applied on the operator Tm|ker F̃ : ker F̃ → ImTm.

Now, since
Im(T + F )m = Tm(ker F̃ ) + (T + F )m(ker F̃⊥),

Tm(ker F̃ ) is closed and (T +F )m(ker F̃⊥) is finite dimensional, we obtain that Im(T +F )m is
closed by [56, Lemma 1.1.2]. By the same arguments it follows that Im(T +F )n is closed for all
n ≥ m, whenever Im(T n) is closed for all n ≥ m ( and this is going to be the case when T|ImTm
is Fredholm ) . Finally, if Im(Tm) is closed and infinite-dimensional, then Im(Tm) ∼= H.

Now we are going to consider non-adjointable semi-A-B-Fredholm operators.

Proposition 5.2.8. Let F ∈ B(HA). If n ∈ N is such that ImF n closed, ImF n ∼= HA,
F|ImFn is upper semi-A-Fredholm and ImFm is closed for all m > n, then F|ImFm is upper
semi-A- Fredholm and ImFm ∼= HA for all m > n. If n ∈ N is such that ImF n is closed,
ImF n ∼= HA, ImF

m is closed and complementable in ImF n for all m > n and F|ImFn is lower
semi-A-Fredholm, then F|ImFm is lower semi-A-Fredholm and ImFm ∼= HA for all m > n.

Finally, if n ∈ N is such that ImFm is closed for all m ≥ n, ImF n ∼= HA and F|ImFn is in
M̂Φ(ImF n), then ImFm ∼= HA, F|ImFm ∈ M̂Φ(ImFm) and index F|ImFm = index F|ImFn for
all m ≥ n.

Proof. Recall that if F ∈ M̂Φl(HA) and ImF is closed, or if F ∈ M̂Φr(HA) and ImF is closed
and complementable, then by Proposition 3.5.11 and Proposition 3.5.13 F is a regular operator.

Next, if F|ImFn ∈ M̂Φ(ImF n), then, since ImF n ∼= HA by assumption, it follows from
Corollary 3.5.5 that F 2

|ImFn ∈ M̂Φ(ImF n). The proof is similar in the case when we have
F|ImFn ∈ M̂Φr(ImF

n) or when F|ImFn ∈ M̂Φl(ImF
n). Combining all this together we de-

duce that F|ImFn and F 2
|ImFn are regular operators on ImF n. We can then apply Lemma

5.1.24 to deduce that F|ImFn+1 ∈ M̂Φ(ImF n+1) when F|ImFn ∈ M̂Φ(ImF n) and in this case
index F|ImFn+1 = index F|ImFn . The proof for the case when F|ImFn ∈ M̂Φl(ImF

n) or when
F|ImFn ∈ M̂Φr(ImF

n) is similar. Also, we wish to argue that ImF n+1 ∼= HA, however, this
follows from Lemma 3.5.16. Then we can proceed inductively to deduce the proposition.
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Remark 5.2.9. By applying Corollary 3.5.15 instead of Lemma 3.1.21, one can show that the
proof of Proposition 5.2.4 remains valid also for non-adjointable operators provided that we
assume in addition that Im(DF )n is complementable and that F|Im(DF )m

, D|Im(DF )m
, DF|Im(DF )m

are regular operators for all m ≥ n.

Lemma 5.2.10. Let F ∈ M̂Φ(HA), K ∈ K(HA). Then index F = index (F +K).

Proof. Let
HA = M1⊕̃N1

F−→M2⊕̃N2 = HA

be an M̂Φ-decomposition for F. We may without loss of generality assume that there exists

an n ∈ N such that F + K has the matrix
[

(F +K)1 (F +K)2

(F +K)3 (F +K)4

]
with respect to the

decomposition
HA = F−1

1 (L⊥n )⊕̃(F−1
1 (P )⊕̃N1)

F+K−→ L⊥n ⊕ Ln = HA,

where (F + K)1 is an isomorphism. Here P is finitely generated Hilbert A-module such that

Ln = N2⊕̃P,M2 = L⊥n ⊕ P. By diagonalizing the operator matrix
[

(F +K)1 (F +K)2

(F +K)3 (F +K)4

]
as

in the proof of Lemma 2.0.42, we easily obtain that index (F +K) = index F.

Lemma 5.2.11. Let T ∈ B(HA) and F ∈ K(HA). Suppose that there exists an m ∈ N satisfying
the conditions of Theorem 5.2.6 and assume in addition that Tm(ker F̃ ) is complementable in
HA. Then the analogue of Theorem 5.2.6 holds in this case.

Proof. By assumption ImF̃ is closed since m satisfies the condition of Theorem 5.2.6, so ImF̃
is a finitely generated, projective Hilbert A-module. It follows that ker F̃ is complementable
in HA since F̃ : HA → ImF̃ is an epimorphism. If we let ker F̃ ◦ denote the complement of
ker F̃ , it follows that ker F̃ ◦ is finitely generated. Using that Tm(ker F̃ ) is complementable in
HA by assumption, we may proceed in the same way as in the proof of Theorem 5.2.6. The
projections P,u, ũ and Q are no longer orthogonal projections, but rather skew projections.
By applying Corollary 2.0.26 instead of the Dupre-Filmore Theorem 2.0.15 we can show that
Tm(ker F̃ ) ∼= HA. Let U : HA → Tm(ker F̃ ) be an isomorphism and J : Tm(ker F̃ ) →: HA
be the inclusion. Then U−1PFU = U−1PFJU ∈ K(HA) since F ∈ K(HA) and K(HA) is a
two-sided ideal in B(HA). By applying Lemma 5.2.10 instead of Lemma 2.0.45 and recalling
that Lemma 3.1.13 also holds for non-adjointable operators by Remark 3.5.24, we obtain that

index PT|Tm(ker F̃ )
= index U−1PTU

= index U−1P (T + F )U = index P (T + F )|Tm(ker F̃ )
.

Then we can proceed in exactly the same way as in the proof of Theorem 5.2.6.

Corollary 5.2.12. Let M be an arbitrary Hilbert W ∗-module and F ∈ B(M). If n ∈ N is
such that ImFm is closed and complementable for every m ≥ n and such that F|ImFn is an
A-Fredholm operator, then F|ImFm is an A-Fredholm operator and index F|ImFm = index F|ImFn
for all m ≥ n.

Proof. Since ImF n+2 = ImF 2
|ImFn is complementable in ImF n, which follows from the assump-

tion in the corollary and Lemma 2.0.66, we deduce from Lemma 5.1.20 that F 2
|ImFn belongs to

M̂Φ(ImF n), as F|ImFn ∈ M̂Φ(ImF n) by assumption. Then we can proceed in the same way
as in the proof of Proposition 5.2.8.
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We are now going to give some examples of semi-A-B-Fredholm operators.
Before that we wish to introduce some examples of nilpotent operators on Hilbert submodules
of HA There are various ways of constructing such operators. Of course, the zero operator is
certainly a nilpotent operator, however, we wish to give here also some non-trivial examples of
nilpotent operators on HA.

Example 5.2.13. Let A = B(H), choose a nilpotent operator C̃ ∈ B(H) and let

C ′(A1, A2, A3, ...) = (C̃A1, C̃A2, C̃A3, ...) for all (A1, A2, A3, ...) ∈ HA.

Then, if C̃j = 0 for some j ∈ N, it follows that C ′j = 0 also. Hence, if N ∼= HA and V : N → HA
is an isomorphism, then V −1C ′V is a nilpotent operator on N.

Example 5.2.14. Consider now a more general situation where A is an arbitrary unital C∗-
algebra and N is a closed submodule of HA not necessarily isomorphic to HA. If we may write
N as N = N1 ⊕N2 where N1

∼= Ln(A) for some n, then we may let C = C1 ⊕ C2, where C1 is
a nilpotent operator on N1

∼= Ln(A) and C2 = 0. Such operators can easily be constructed, as
there are a plenty of nilpotent operators on Ln(A). For example, if

F (ek) =

{
0, k = 1

ek−1, k ∈ {2, 3, ..., n},
then F is an example of a nilpotent operator on Ln(A). In general, if F is given by n×n matrix
with coefficients in A and 0 on the main diagonal, with respect to the standard orthonormal
basis {ej}1≤j≤n, then F is nilpotent.

Then we are ready to construct some semi-A-B-Fredholm operators.

Example 5.2.15. Let HA = M ⊕N be a decomposition where M ∼= HA and let U denote the
isomorphism from M onto HA. Choose an operator T ∈ MΦ±(HA) such that ImT k is closed
for all k. Again, such operators have been constructed in our previous examples. Hence, if
T ∈MΦ±(HA) such that ImT k is closed for all k, then U−1TU ∈MΦ±(M) and Im(U−1TU)k

is closed for all k. Observe also that, since U−1TU ∈ MΦ±(M), Im(U−1TU)k is closed for all
k and M ∼= HA, it follows by applying inductively Corollary 5.1.25 that U−1TU|

Im(U−1TU)k
is in

MΦ±(Im(U−1TU)k) for all k. Next, choose C ∈ Ba(N) such that C is nilpotent. Let F be the
operator having the matrix [

U−1TU 0
0 C

]
with respect to the decomposition HA = M ⊕N. Then F is a semi-A-B-Fredholm operator.
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Closed range operators over C∗-algebras

In several results in previous chapters we have assumed that the image of an operator is closed.
This shows that closed range operators are important in semi-Fredholm theory on Hilbert C∗-
modules. Therefore, we will devote this chapter to studying closed range operators and their
properties.
We start with the following lemma.

Lemma 6.0.1. [19, Lemma 3.13] Let M̃ be a Hilbert C∗-module, F,D ∈ Ba(M̃) and sup-
pose that ImF, ImD are closed. If ImF + kerD is closed, then ImF + kerD is orthogonally
complementable.

Proof. Suppose that ImF + kerD is closed. Since ImF ⊕ ImF⊥ = M̃ by Theorem 2.0.20, we
have that ImF + kerD = ImF ⊕M ′′, where

M ′′ = (ImF + kerD) ∩ ImF⊥, as ImF ⊆ ImF + kerD.

This follows from Lemma 2.0.66. Let P denote the orthogonal projection onto ImF⊥. Then
M ′′ = P (ImF +kerD) = P (ImF )+P (kerD) = P (kerD). Thus, Im(P|kerD) = M ′′. Now, since
ImD is closed, again by Theorem 2.0.20 kerD is orthogonally complementable in M̃. Hence
P|kerD is an adjointable operator from kerD into ImF⊥ and its image is closed. Applying
once again Theorem 2.0.20 on the operator P|kerD , we obtain that ImP|kerD is orthogonally
complementable in ImF⊥, hence ImF⊥ = M ′′ ⊕N ′′. Therefore,

M̃ = ImF ⊕M ′′ ⊕N ′′ = (ImF + kerD)⊕N ′′.

Corollary 6.0.2. [19, Corollary 3.14] Let M̃ be a Hilbert C∗-module, F,D ∈ Ba(M̃) and
suppose that ImF, ImD are closed. Then ImDF is closed if and only if ImF + kerD is closed
and orthogonally complementable.

Proof. By [42, Corollary 1], ImDF is closed if and only if ImF + kerD is closed. Now we use
Lemma 6.0.1.

Remark 6.0.3. [19, Remark 3.15] The statement of Corollary 6.0.2 was already proved in [49],
however, we have given here another, shorter proof.

We recall the definition of the Dixmier angle between two closed submodules of a Hilbert
C∗-module, given in [49].

Definition 6.0.4. [49], [19, Definition 3.16] Given two closed submodules M,N of a Hilbert
C∗-module M̃, we set

c0(M,N) = sup{‖ 〈x, y〉 ‖ | x ∈M, y ∈ N, ‖ x ‖, ‖ y ‖≤ 1}.

We say that the Dixmier angle between M and N is positive if c0(M,N) < 1.

92



Chapter 6. Closed range operators over C∗-algebras

Lemma 6.0.5. [19, Lemma 3.17] Let M,N be two closed, submodules of a Hilbert C∗-module
M̃ over a C∗-algebra A. Assume thatM orthogonally complementable and suppose thatM∩N =
{0}. Then M +N is closed if the Dixmier angle between M and N is positive.

Proof. Suppose that the Dixmier angle between M and N is positive. If c0(M,N) = 0, then
M ⊥ N. It follows that M +N is closed in this case.

Now let c0(M,N) = δ where δ ∈ (0, 1). We wish first to show that in this case there exists
some constatnt C > 0 such that whenever x ∈ M, y ∈ N satisfy ‖ x + y ‖≤ 1, then ‖ x ‖≤ C.

To this end, observe first that, since M is orthogonally complementable in M̃, there exist some
y′ ∈M, y′′ ∈M⊥ such that y = y′ + y′′ for y ∈ N. Then we have

sup{‖ 〈y, z〉 ‖ | z ∈M, ‖ z ‖= 1} =‖ y′ ‖≤‖ y ‖ δ.

Indeed,
sup{‖ 〈y, z〉 ‖ | z ∈M, ‖ z ‖= 1} = sup{‖ 〈y′, z〉 ‖ | z ∈M, ‖ z ‖= 1},

hence, by Proposition 2.0.4 part (iii), it follows that

sup{‖ 〈y, z〉 ‖ | z ∈M, ‖ z ‖= 1} ≤‖ y′ ‖ .

On the other hand, if y′ = 0, then 〈y, z〉 = 0 for all z ∈M. If y′ 6= 0, then y′

‖y′‖ ∈M and

‖ y′ ‖=‖ 〈y, y′

‖ y′ ‖
〉 ‖≤ sup{‖ 〈y, z〉 ‖ | z ∈M, ‖ z ‖= 1}.

It follows that

‖ y′′ ‖=‖ y − y′ ‖≥‖ y ‖ − ‖ y′ ‖≥ (1− δ) ‖ y ‖= 1− δ
δ

δ ‖ y ‖≥ 1− δ
δ
‖ y′ ‖ .

Now observe that for x ∈M we have that

〈x+ y, x+ y〉 = 〈x+ y′, x+ y′〉+ 〈y′′, y′′〉.

By taking the supremum over all states on A, we obtain that

‖ x+ y ‖≥ max{‖ x+ y′ ‖, ‖ y′′ ‖}.

Thus, if ‖ x + y ‖≤ 1, then ‖ x + y′ ‖, ‖ y′′ ‖≤ 1. However, if ‖ y′′ ‖≤ 1, then by the above

calculation, we get that ‖ y′ ‖≤ δ

1− δ
. If in addition ‖ x+ y′ ‖≤ 1, then

1 ≥‖ x ‖ − ‖ y′ ‖≥‖ x ‖ − δ

1− δ
.

Hence we get ‖ x ‖≤ 1 +
δ

1− δ
, so we may set C = 1 +

δ

1− δ
=

1

1− δ
.

Assume now that {xn + yn}n is a Cauchy sequence in M +N (here xn ∈M, yn ∈ N for all n).
By the above arguments we have that {xn}n must be then a Cauchy sequence in M. Indeed,
if {xn + yn} is a Cauchy sequence, then given ε > 0, there exists some N0 ∈ N such that
‖ (xn − xm) + (yn − ym) ‖< ε

C
for all n,m ≥ N0. By the above arguments it follows then that

‖ xn − xm ‖< ε for all n,m ≥ N0. Since M is closed, xn → x for some x ∈ M. However, then
{yn}n must be also convergent as the difference of two convergent sequences, so yn → y for
some y ∈ N since N is closed. Hence xn + yn → x + y ∈ M + N as n → ∞. Thus, M + N is
closed.
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Corollary 6.0.6. [19, Corollary 3.18] Let M̃ be a Hilbert C∗-module, F,D ∈ Ba(M̃) and
suppose that ImF, ImD are closed. Assume that kerD∩ ImF is orthogonally complementable.
Set M = ImF ∩ (kerD ∩ ImF )⊥, M ′ = kerD ∩ (kerD ∩ ImF )⊥. Then ImDF is closed if the
Dixmier angle between M ′ and ImF is positive, (or if the Dixmier angle between M and kerD
is positive).

Proof. Since (kerD ∩ ImF ) is orthogonally complementable by assumption, by Lemma 2.0.66
we have that

ImF = (kerD ∩ ImF )⊕M,

kerD = (kerD ∩ ImF )⊕M ′.

Then it follows that ImF +kerD = ImF +M ′ = kerD+M.Moreover,M andM ′ are orthogo-
nally complementable being orthogonal direct summands of ImF and kerD, respectively, which
are orthogonally complementable by Theorem 2.0.20. Finally, M ∩ kerD = M ′ ∩ ImF = {0}.
Then we apply Lemma 6.0.5 and [42, Corollary 1] .

Remark 6.0.7. It is easy to see that the requirement that kerD ∩ ImF is orthogonally comple-
mentable is satisfied if the condition in [49] that kerF ∗ + ImD∗ is orthogonally complementable
holds. Indeed, if (kerF ∗ + ImD∗) ⊕ N = M̃ for some closed submodule N, then in particu-
lar N ⊆ kerF ∗⊥ and N ⊆ ImD∗⊥. By the proof of Theorem 2.0.20 kerF ∗⊥ = ImF and
ImD∗⊥ = kerD since ImF and ImD are closed by assumption. Hence N ⊆ kerD ∩ ImF. On
the other hand, since (kerD ∩ ImF ) ⊆ kerF ∗ + ImD∗

⊥ by the linearity and the continuity of
the inner product, it follows that kerD ∩ ImF ⊆ N. Thus,

kerD ∩ ImF = N = kerF ∗ + ImD∗
⊥
.

Hence Lemma 6.0.5 and Corollary 6.0.6 are indeed a simplification of the result in [49].

Lemma 6.0.8. Let M and N be two closed submodules of a Hilbert C∗-module M̃ over a C∗-
algebra A. Suppose that M is orthogonally complementable in M̃ and that M ∩N = {0}. Then
M +N is closed if and only if P|N is bounded below, where P denotes the orthogonal projection
onto M⊥.

Proof. Suppose first that P|N is bounded below and let δ = m(P|N ). Then δ > 0. As in the
proof of Lemma 6.0.5 we wish to argue that in this case, there exists a constant C > 0 such
that if x ∈ M and y ∈ N satisfy ‖ x + y ‖≤ 1, then ‖ x ‖≤ C. Now, since M is orthogonally
complementable, given y ∈ N, we may write y as y = y′+ y′′, where y′ ∈M, y′′ ∈M⊥. Observe
that 〈y, y〉 = 〈y′, y′〉 + 〈y′′, y′′〉. By taking the supremum over all states on A we obtain that
‖ y ‖≥ max{‖ y′ ‖, ‖ y′′ ‖}. Hence ‖ y′′ ‖=‖ P|N (y) ‖≥ δ ‖ y ‖≥ δ ‖ y′ ‖ . Then, by the same
arguments as in the proof of Lemma 6.0.5, we obtain that if ‖ x + y ‖≤ 1 and x ∈ M, then

‖ x ‖≤ 1 +
1

δ
=
δ + 1

δ
. It follows that M +N is closed.

Conversely, if M + N is closed, then, by Lemma 2.0.66, M + N = M ⊕M ′, where M ′ =
M⊥ ∩ (M + N). Hence P (M + N) = M ′, which is closed. However, P (M + N) = P (N).
Moreover, since M ∩ N = {0}, we have that P|N is injective. By the Banach open mapping
theorem it follows that P|N is an isomorphism onto M ′, hence P|N is bounded below.

Finally we are ready to give the conditions that are both necessary and sufficient for a
composition of two closed range operators to have closed image.

Corollary 6.0.9. Let M̃ be a Hilbert C∗-module, F,D ∈ Ba(M̃) and suppose that ImF, ImD
are closed. Then ImDF is closed if and only if kerD ∩ ImF is orthogonally complementable
and P|

ImF∩(kerD∩ImF )⊥
is bounded below, (or, equivalently, Q|

kerD∩(kerD∩ImF )⊥
is bounded below),

where P and Q denote the orthogonal projections onto kerD⊥ and ImF⊥, respectively.
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Proof. If kerD∩ ImF is orthogonally complementable, then from Lemma 2.0.66 it follows that

kerD = (kerD ∩ ImF )⊕ (kerD ∩ (kerD ∩ ImF )⊥)

and
ImF = (kerD ∩ ImF )⊕ (ImF ∩ (kerD ∩ ImF )⊥).

Hence

kerD + ImF = kerD + (ImF ∩ (kerD ∩ ImF )⊥) = ImF + (kerD ∩ (kerD ∩ ImF )⊥).

If in addition PImF∩(kerD∩ImF )⊥ or Q|
kerD∩(kerD∩ImF )⊥

is bounded below, from Lemma 6.0.8 ( as
both kerD and ImF are orthogonally complementable by Theorem 2.0.20 ) we deduce that
kerD + ImF is closed. Then, from [42, Corollary 1] it follows that ImDF is closed.

Conversely, if ImDF is closed, then D|ImF is an adjointable operator with closed image. In-
deed, since ImF is closed, by Theorem 2.0.20 ImF is orthogonally complementable, henceD|ImF
is adjointable. From Theorem 2.0.20 it follows that kerD|ImF is orthogonally complementable
in ImF. However, kerD|ImF = kerD ∩ ImF. Since ImF is orthogonally complementable in M̃
and kerD ∩ ImF ⊆ ImF, we get that kerD ∩ ImF is orthogonally complementable in M̃.
Moreover, kerD + ImF is closed by [42, Corollary 1] since ImDF is closed. By the previous
arguments we have that

kerD = (kerD ∩ ImF )⊕ (kerD ∩ (kerD ∩ ImF )⊥),

ImF = (kerD ∩ ImF )⊕ (ImF ∩ (kerD ∩ ImF )⊥),

so we are then in the position to apply Lemma 6.0.8 which gives us the implication in the
opposite direction.

Remark 6.0.10. If H is a Hilbert space and M,N are closed subspaces of H such that M ∩N =
{0}, it is not hard to see that if P denotes the orthogonal projection onto M⊥, then P|N is
bounded below if and only if the Dixmier angle between M and N is positive. Thus, Corollary
6.0.9 is a proper generalization of Bouldin’s result in [6]. Indeed, since H is a Hilbert space, for
each y ∈ N we have that ||y||2 = ||P|Ny||2+||(I−P|N )y||2. So, ||(I−P|N )y|| =

√
||y||2 − ||P|Ny||2

for every y ∈ N, in particular ||(I − P|N )y|| =
√

1− ||P|Ny||2 for every y ∈ N with ||y|| = 1.
Next, for each y ∈ N, we have sup {| 〈x, y〉 | | x ∈M and ||x|| ≤ 1} = ||(I − P|N )y||. This is
because | 〈x, y〉 |=| 〈x, (I − P|N )y〉 |≤ ||(I − P|N )y|| when x ∈ M with ‖ x ‖≤ 1, and, on the
other hand, |〈y′, y〉| = ||(I − P|N )(y)||, where

y′ =


(I−P|N )y

‖(I−P|N )y‖ if (I − P|N )y 6= 0,

0 if (I − P|N )y = 0.

Thus, ||y′|| ≤ 1 and y′ ∈M. Therefore,

sup {| 〈x, y〉 | | x ∈M, ||y′|| ≤ 1} = ||(I − P|N )y||

for every y ∈ N. Combining all this together, we deduce that

c0(M,N) = sup {
√

1− ‖ P|Ny ‖2 | y ∈ N, ‖ y ‖= 1},

hence c0(M,N) < 1 if and only if P|N is bounced below.
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In the case when we deal with non-adjointable operators, it is more challenging to describe
necessary and sufficient conditions for a composition of two closed range operators to have
closed image since we do not have in this case Theorem 2.0.20 at disposition. We provide in
the next lemma ( which is an extended version of [19, Lemma 3.21] ) such conditions for a
composition of two M̂Φl closed range operators.

Lemma 6.0.11. Let F,G ∈ M̂Φl(HA) and suppose that ImG and ImF are closed. Then
ImGF is closed if and only if ImF + kerG is closed and complementable.
If F,G ∈ M̂Φl(HA), ImF, ImG are closed and kerG ∩ ImF is complementable and if in
addition the Dixmier angle between kerG and ImF ∩ (kerG ∩ ImF )◦ is positive, (or, if the
Dixmier angle between ImF and kerG ∩ (kerG ∩ ImF )◦ is positive), where (kerG ∩ ImF )◦

denotes the complement of kerG ∩ ImF, then ImGF is closed.

Proof. If ImF+kerG is closed, from [42, Corollary 1] we have that ImGF is closed. Conversely,
if ImGF is closed, then it follows from Corollary 3.5.5 and Proposition 3.5.11 that F,G,GF
are regular operators. Since the proof of Proposition 5.1.3 extends to regular operators ( as
explained in the proof of Proposition 5.1.16 ), we deduce from that proof that kerG+ ImF is
closed and complementable, as noticed in Remark 5.1.4.

Now, if G ∈ M̂Φl(HA), then kerG is finitely generated by Proposition 3.5.11, hence it is
orthogonally complementable by Lemma 2.0.25. If kerG∩ ImF is complementable, then in the
similar way as in the proof of Corollary 6.0.9 we obtain that

ImF + kerG = kerG+ (ImF ∩ (kerG ∩ ImF )◦).

Hence we may apply Lemma 6.0.5. Further, again since kerG ∩ ImF is complementable, it
follows by similar arguments as in the proof of Corollary 6.0.9 that

ImF + kerG = ImF + (kerG ∩ (kerG ∩ ImF )◦).

Now, from Lemma 2.0.66 we have kerG = (kerG∩ImF )⊕̃(kerG∩(kerG∩ImF )◦).We deduce
that kerG ∩ (kerG ∩ ImF )◦ is finitely generated since it is a direct summand in kerG, which
is finitely generated itself. Hence it is orthogonally complementable by Lemma 2.0.25. Since
ImF + kerG = ImF + (kerG∩ (kerG∩ ImF )◦), we are again in the position to apply Lemma
6.0.5.

Corollary 6.0.12. Let A be a W ∗-algebra and M be a Hilbert module over A. Suppose that
G,F ∈ M̂Φ(M) and that ImG, ImF are closed. Then ImGF is closed and complementable in
M if and only if ImF + kerG is closed and complementable in M. Moreover, if G,F are closed
range A-Fredholm operators on M, then kerG ∩ ImF is complementable in M. If in addition
the Dixmier angle between kerG and ImF ∩ (kerG ∩ ImF )◦ is positive (or if the Dixmier
angle between ImF and kerG∩ (kerG∩ ImF )◦ is positive), where (kerG∩ ImF )◦ denotes the
complement of kerG ∩ ImF in M, then ImGF is closed.

Proof. We recall again that kerG ∩ ImF is finitely generated. Indeed, since G,F ∈ M̂Φ(M),
from Proposition 3.5.11 we have that ImF is complementable in M and kerG is finitely gener-
ated. Since kerG∩ImF = keru|kerG , where u stands for the projection onto ImF ◦ along ImF,
from Corollary 2.0.50 it follows that kerG = (kerG ∩ ImF )⊕M ′ for some Hilbert submodule
M ′. Hence kerG ∩ ImF is finitely generated as a direct summand in kerG, so from Lemma
2.0.25 it follows that ImF = (kerG ∩ ImF )⊕M ′′ for some Hilbert submodule M ′′. Moreover,
from Lemma 2.0.25 it also follows that kerG ∩ ImF is orthogonally complementable in M.

If ImF + kerG is closed and complementable, from the above equations we get that

ImF + kerG = M ′′⊕̃M ′⊕̃(kerG ∩ ImF ),
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which gives
M = M ′′⊕̃M ′⊕̃(kerG ∩ ImF )⊕̃N,

where N stands for the complement of kerG+ ImF in M. So, M = kerG⊕̃M ′′⊕̃N, therefore,
ImG = G(M ′′)⊕̃G(N) (as G|(M′′⊕̃N)

is an isomorphism onto ImG because ImG is closed).
Hence

M = G(M ′′)⊕̃G(N)⊕̃ImG◦ = ImGF ⊕̃G(N)⊕̃ImG◦,

since ImGF = G(M ′′).
Conversely, if ImGF is closed and complementable, then from Lemma 5.1.20 it follows that

GF ∈ M̂Φ(M) and GF is a regular operator. Hence we can proceed in the same way as in the
proof of Lemma 6.0.11 to deduce that kerG+ ImF is closed and complementable.

Next, since kerG∩ImF is complementable inM when F andG are closed rangeA-Fredholm
operators on M, which follows from the above arguments, we can proceed in exactly the same
way as in the proof of Lemma 6.0.11 in order to prove the second statement in the lemma.

Now we give some examples of A-Fredholm operators with non-closed image.

Example 6.0.13. Let A = L∞((0, 1), µ) and consider the operator F : A → A given by
F (f) = f · id (where id(x) = x for all x ∈ (0, 1)). Then F is an A-linear, bounded operator on
A and, since A is finitely generated considered as Hilbert A-module over itself, it follows that
F is A-Fredholm. However, ImF is not closed. Indeed, ‖ F (X(0, 1

n
)) ‖∞= 1

n
for all n whereas

‖ (X(0, 1
n

)) ‖∞= 1 for all n, so F is not bounded below.
Consider now the operator F̃ ∈ Ba(HA) given by F̃ = Q+JFP, whereQ denotes the orthogonal
projection onto L⊥1 , P = I −Q and J(α) = (α, 0, 0, 0, . . . ) for all α ∈ A. Then it is easy to see
that F̃ ∈MΦ(HA) and ImF̃ is not closed.

Example 6.0.14. Let A = B(H) where H is a Hilbert space. Choose an S ∈ B(H) such that
ImS is not closed. Then S is not bounded below, so there exists a sequence of unit vectors
{xn}n∈N in H such that ‖ Sxn ‖→ 0 as n → ∞. Choose an x ∈ H such that ‖ x ‖= 1 and
define the operators Bn ∈ B(H) to be given as Bnx = xn and Bn|Span{x}⊥ = 0 for all n. Then
we have that ‖ Bn ‖=‖ Bnx ‖=‖ xn ‖= 1 for all n. However, since SBn|Span{x}⊥ = 0 for all
n and ‖ x ‖= 1, it follows that ‖ SBn ‖=‖ SBnx ‖=‖ Sxn ‖ for all n. Thus, ‖ SBn ‖→ 0 as
n→∞. If we consider the operator F : A → A given by F (T ) = ST for all T ∈ B(H), then F
is an A-linear, bounded operator on A (when A is viewed as a Hilbert A-module over itself),
but ImF is not closed. This also follows from [28, Theorem 7]. Using the operator F, it is easy
to construct an operator F̃ ∈ MΦ(HA) in the same way as in the previous example such that
ImF̃ is not closed.

Notice that if S ∈ B(H) is such that ImS is closed , but ImS2 is not closed, then ImF̃
will be closed , whereas ImF̃ 2 will not be closed. Now we will give another example of an
A-Fredholm operator F with the property that ImF is closed, but ImF 2 is not closed.

Example 6.0.15. Let H be an infinite-dimensional Hilbert space,M and N be closed, infinite-
dimensional subspaces of H such that M +N is not closed. Denote by p and q the orthogonal
projections ontoM and N, respectively. If we let A = B(H), then M̃ = SpanA{(p, 0, 0, 0, . . . )}
and Ñ = SpanA{(q, 0, 0, 0, . . . )} are finitely generated Hilbert submodules of HA. Moreover,
M̃ + Ñ is not closed. Indeed, since M +N is not closed, there exists a sequence {xn + yn} in H
such that xn ∈M, yn ∈ N for all n and xn+yn → z for some z ∈ H \(M+N). Choose an x ∈ H
such that ‖ x ‖= 1 and let, for each n, Tn and Sn be the operators in B(H) defined by Tnx = xn,
Snx = yn and Tn|Span{x}⊥ = Sn|Span{x}⊥ = 0. Since xn ∈M and yn ∈ N for all n, it follows that
Tn ∈ pA and Sn ∈ qA for all n. Moreover, ‖ Sn +Tn−Sm−Tm ‖=‖ (Sn +Tn−Sm−Tm)x ‖ for
all m,n. Since (Sn+Tn)x = xn+yn for all n, it follows that {Sn+Tn}n is a Cauchy sequence in
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B(H), hence Sn+Tn → T for some T ∈ B(H). Then xn+yn = Snx+Tnx→ Tx = z as n→∞.
Now, Sn + Tn ∈ pA + qA for all n. If also T ∈ pA + qA, then Tx ∈ M + N. However, then
z ∈M+N, which is a contradiction. Thus, T /∈ pA+qA, so pA+qA is not closed inA. It follows
easily that M̃+Ñ is not closed. Also, (L⊥1 ⊕M̃)+Ñ is not closed. Since Ñ is finitely generated,
by the Dupre-Filmore Theorem 2.0.15 we have that Ñ⊥ ∼= HA. Moreover, L⊥1 ⊕M̃ ∼= HA, hence
L⊥1 ⊕ M̃ ∼= Ñ⊥. Let U : Ñ⊥ → L⊥1 ⊕ M̃ be an isomorphism, set F = JUP, where P is the
orthogonal projection onto Ñ⊥ and J is the inclusion from L⊥1 ⊕ M̃ into HA. Then kerF = Ñ
and ImF = L⊥1 ⊕M̃, so F is A-Fredholm. Now, since ImF +kerF is not closed, it follows from
[42, Corollary 1] that ImF 2 is not closed.

These examples show that semi-A−Fredholm operators may behave differently from clas-
sical semi-Fredholm operators on Hilbert spaces. Indeed, classical semi-Fredholm operators
always have closed image and are therefore regular operators on Hilbert spaces.

For F ∈ Ba(HA) let LF and RF denote the left and the right multiplier by F, respectively,
i.e. LF (D) = FD and RF (D) = DF for all D ∈ Ba(HA). By exactly the same arguments as in
the proof of [28, Theorem 7] we can prove the following.

Proposition 6.0.16. Let F ∈ Ba(HA). Then the following statements are equivalent.
1) ImF is closed in HA.
2) ImLF is closed in Ba(HA).
3) ImRF is closed in Ba(HA).

Proof. Assume that ImF is closed in HA. Then by Theorem 2.0.20, ImF is orthogonally
complementable. In the same way as in the proof of [28, Theorem 7] part (1) ⇒ (3), we
may define the map λ from ImF into HA and extend it to a map λ′ : HA → HA by letting
λ′(y1 + y2) = λ(y1) for y1 ∈ ImF and y2 ∈ ImF⊥. By the same arguments as in the proof of
[28, Theorem 7] one can show that λ is well defined and A-linear in this case here.

Moreover, since ImF is closed, kerF is orthogonally complementable in HA by Theorem
2.0.20. Hence F|

kerF⊥
is an isomorphism onto ImF. Therefore, there exists a positive constant

C such that ‖ Fx ‖≥ C ‖ x ‖ for all x ∈ kerF⊥. Hence, given y ∈ HA, we have

C ‖ PkerF⊥y ‖≤‖ FPkerF⊥y ‖=‖ Fy ‖,

where PkerF⊥ stands for the orthogonal projection onto kerF⊥. Then, using this fact we are in
the position to apply the same arguments as in the proof of [28, Theorem 7].

In order to prove the implication (3) ⇒ (2) we can proceed in exactly the same way as in
the proof of [28, Theorem 7]. We just need to observe that, since Ba(HA) is a C∗-algebra, then
for any closed subset S of Ba(HA) we have that S∗ is also a closed subset of Ba(HA).

In order to show (2) ⇒ (1), as in the proof of [28, Theorem 7], we choose a sequence
{xn} ⊆ ImF such that xn → y0 where y0 /∈ ImF. For each n we set Fn to be the operator given
by Fn(x) = xn · 〈e1, x〉 and we set D(x) = y0 · 〈e1, x〉. Then, D(e1) = y0 · 1A = y0, so y0 ∈ ImD.
Moreover, by [28, Theorem 7] it follows that FFn → D in Ba(HA). Then we proceed as in the
proof of [28, Theorem 7].

Recall Definition 3.4.20 of the class Ma(HA). We have the following lemma as an analogue
of [56, Lemma 1.6.5] in the setting of operators on Hilbert C∗-modules.

Lemma 6.0.17. Let F ∈ Ma(HA). If there exists a sequence {Fn} ⊆ MΦ(HA) of constant
index such that Fn → F in the operator norm, then F ⊂ MΦ(HA) and index F = index Fn
for all n.
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Proof. SinceMa(HA) is open in Ba(HA) in the norm topology, we may without loss of generality
assume that {Fn} ⊆ Ma(HA), as F ∈ Ma(HA) and Fn → F. By Theorem 2.0.20, ImFn is
orthogonally complementable in HA for all n. Since Fn ∈MΦ(HA) for all n, by Lemma 3.1.21
we must then have that ImF⊥n is finitely generated for all n. Thus, for each n there exists
an orthogonal projection Pn such that kerPn = ImFn and ImPn = ImF⊥n , which is finitely
generated. It follows that ‖ Pn ‖= 1 and Pn ∈ K∗(HA) for all n by Corollary 2.0.35. Then we
can proceed in exactly the same way as in the proof of [56, Lemma 1.6.5].

Proposition 6.0.18. Let F ∈ B(HA) be bounded below and suppose that there exists a sequence
{Fn} ⊆ M̂Φ(HA) of constant index and such that Fn → F. Suppose also that for each n there
exists an M̂Φ-decomposition for Fn

HA = M
(n)
1 ⊕̃N

(n)
1

Fn−→M
(n)
2 ⊕̃N

(n)
2 = HA

such that the sequence of projections {un} is uniformly bounded, where un denotes the projection
onto N (n)

2 along M (n)
2 for each n. Then F ∈ M̂Φ(HA) and index Fn = index F for all n.

Proof. As in the proof of Lemma 6.0.17, we may without loss of generality assume that Fn
is bounded below for all n. It follows that Fn(N

(n)
1 ), which is a submodule of N (n)

2 , is closed.
Hence Fn|

N
(n)
1

is a closed range operator from N
(n)
1 into N (n)

2 . Since N (n)
1 and N (n)

2 are finitely

generated, they are self-dual Hilbert A-modules, hence, by Proposition 2.0.28 and Theorem
2.0.20, Fn(N

(n)
1 ) is orthogonally complementable in N (n)

2 . Then HA = M
(n)
2 ⊕̃(Fn(N

(n)
1 )⊕ Ñ (n)),

where Ñ (n) stands for the orthogonal complement of Fn(N
(n)
1 ) in N (n)

2 . Let Qn be the projection
onto ˜N (n) along M (n)

2 ⊕̃Fn(N
(n)
1 ). Then, Qn = Pnun, where Pn stands for the orthogonal pro-

jection of N (n)
2 onto Ñ (n). Since {un} is uniformly bounded and ‖ Pn ‖= 1 for all n, it follows

that {Qn} is uniformly bounded. Hence we may proceed in the same way as in the proof of
[56, Lemma 1.6.5].

Lemma 6.0.19. Let X, Y be Banach spaces and F ∈ M(X, Y ). Suppose that there exists a
sequence {Fn} of regular operators in B(X, Y ) such that Fn → F. Moreover, assume that there
exists a sequence of projections {un} in B(Y ) which is uniformly bounded in the norm and such
that Im(I − un) = ImFn for all n. Then F is a regular operator, i.e. ImF is complementable
in Y.

Proof. We may proceed in exactly the same way as in the proof of [56, Lemma 1.6.5] in order
to deduce that DF = IX for an operator D ∈ B(Y,X). This is because the sequence {un}
is uniformly bounded in the norm by assumption, so the arguments from the proof of [56,
Lemma 1.6.5] applies. Further, the operator FD is then a projection onto ImF ⊆ Y because
FDFD = FIXD = FD and ImFD = F (D(Y )) = F (X) = ImF since D(Y ) = X because
DF = IX . Therefore, ImF is complementable in Y.

Remark 6.0.20. Lemma 6.0.17 is valid in the case of arbitrary Hilbert C∗-modules and not just
HA. Indeed, we recall from Proposition 3.5.11 that the index of closed range A-Fredholm oper-
ator is well-defined on arbitrary Hilbert A-modules. Let us consider now an arbitrary Hilbert
C∗-module N, suppose that F ∈ Ma(N) and that {Fn} ⊆ MΦ(N) satisfies the assumption of
Lemma 6.0.17. Then, as explained in the proof of Lemma 6.0.17, for each n we can consider the
orthogonal projection onto ImF⊥n and proceed in the same way as in the proof of [56, Lemma
1.6.5]. Hence we obtain that GnF is invertible for large enough n, where Gn is generalized in-
verse of Fn that satisfies kerGn = ImF⊥n . If we set G := (GnF )−1Gn, then G is surjective since
Gn is so. Moreover, kerG = kerGn = ImF⊥n and GF = I. However, ImF⊥n = −index Fn since
Fn is bounded below, which follows from Proposition 3.5.11. In particular, ImF⊥n is finitely
generated for all n ∈ N because Fn ∈MΦ(N) for all n ∈ N. Since GF = I, from Lemma 3.5.6
it follows that ImF ⊕̃ kerG = N, hence F ∈MΦ(N) and index F = −[kerG].

99



Chapter 7

Generalized spectra of operators over
C∗-algebras

We recall the definition of the operator αI on HA from Section 3.4.
Our starting question is the following: If A is a C∗-algebra, then for α ∈ A could we consider
the generalized spectra in A of operators in Ba(HA) by setting for every F ∈ Ba(HA)

σA(F ) = {α ∈ A | F − αI is not invertible in Ba(HA)} ?

The main topic from now on and in the rest of the thesis will be to obtain generalization of
some results from spectral theory of operators on Hilbert spaces in the setting of generalized
spectra in C∗-algebras of operators on Hilbert C∗-modules.
We introduce first the following notion:
σA(F ) = {α ∈ A | F − αI is not invertible in Ba(HA)};
σAp (F ) = {α ∈ A | ker(F − αI) 6= {0}};
σArl(F ) = {α ∈ A | F − αI is bounded below, but not surjective on HA};
σAcl (F ) = {α ∈ A | Im(F − αI) is not closed }.

It is understood that F ∈ Ba(HA).
Recall that not all closed submodules of HA are orthogonally complementable in HA, which

differs from the situation of Hilbert spaces. It may happen that Im(F − αI)⊕ Im(F −αI)⊥ $
HA. However, if Im(F − αI) is closed, then Im(F ∗ − α∗I) is closed and we also have

HA = Im(F − αI)⊕ ker(F ∗ − α∗I) = ker(F − αI)⊕ Im(F ∗ − α∗I)

whenever F ∈ Ba(HA), which follows from the proof of Theorem 2.0.20.
Therefore, it is more convinient in this setting to work with σArl(F ) and σAcl (F ) for F ∈

Ba(HA) instead of the residual and the continuous spectrum.
Note that we obviously have

σA(F ) = σAp (F ) ∪ σArl(F ) ∪ σAcl (F ) and σA(F ∗) = (σA(F ))∗.

The challenges which arise are the following:

1) A may be non commutative;
2) If A is a non trivial C∗-algebra, then there exists certainly nonzero non-invertible elements by
the Gelfand-Mazur Theorem [25, Chapter VII, Theorem 8.1]. Moreover, even if α ∈ A∩G(A),

we do not have in general that ‖ α−1 ‖= 1

‖ α ‖
. Therefore, σA(F ) may be unbounded. (However,

σA(F ) is always closed in A).
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7.1 Generalized spectra of shift operators, unitary, self-
adjoint and normal operators

In this section we shall give description of the generalized spectra of shift operators, unitary, self-
adjoint and normal operators on HA and investigate some further properties of these spectra.
Most of the results in this section are generalizations of the results from [50, Chapter 4] .
We start with the following proposition.

Proposition 7.1.1. Let A be a unital C∗-algebra, {ek}k∈N denote the standard orthonormal
basis of HA and S be the operator defined by Sek = ek+1, k ∈ N, that is S is a unilateral shift
and S∗ek+1 = ek for all k ∈ N. If A = L∞((0, 1), µ) where µ is the Lebesgue measure, or if
A = C([0, 1]), then

σA(S) = {α ∈ A | inf |α| ≤ 1},
where in the case when A = L∞((0, 1), µ), we set

inf |α| = inf{C > 0 | µ(|α|−1([0, C])) > 0} = sup{K > 0 | |α| > K a.e. on [0, 1]}.

Moreover, σAp (S) = ∅ in both cases.

Proof. We have two cases.
Case 1: In this case we consider A = C([0, 1]). Let α ∈ A and suppose that inf |α| < 1. Since
|α| is continuous, we may find an open interval (t1, t2) ⊆ (0, 1) such that |α(t)| < 1 − ε for all
t ∈ (t1, t2), where 0 < ε < 1− inf |α|. We may find some g ∈ A such that supp g ⊆ (t1, t2) and
0 ≤ g ≤ 1. Consider

xα = (g, αg, α2g, · · · ).
Then, obviously, xα ∈ HA and 〈(αI − S)ek, xα〉 = αkg − αkg = 0. Hence xα ∈ Im(αI − S)⊥

and xα 6= 0, which gives that α ∈ σA(S). Therefore, {α ∈ A | inf |α| < 1} ⊆ σA(S).
Since σA(S) is closed in the norm topolgy in A, it follows that

{α ∈ A | inf |α| ≤ 1} ⊆ σA(S).

On the other hand, if α ∈ A and inf |α| > 1, then α is invertible and sup |α−1| =‖ α−1 ‖< 1. It
follows that ‖ α−1S ‖≤‖ α−1 ‖‖ S ‖< 1, so αI − S = α(I − α−1S) is invertible in Ba(HA).

Next, suppose that (αI − S)(x) = 0 for some α ∈ A and x ∈ HA. This gives the following
system of equations coordinatewise: αx1 = 0, αx2 − x1 = 0, αx3 − x2 = 0, · · · . Since αx1 = 0,
we deduce that x1|supp α = 0. However, since αx2 − x1 = 0, it follows that x1|(supp α)c = 0 also.
Hence x1 = 0. However, then αx2 = 0 and αx3 − x2 = 0. Using the same argument we obtain
that x2 = 0. Proceeding inductively, we obtain that xk = 0 for all k, so x = 0. Since α ∈ A was
arbitrary chosen, we conclude that σAp (S) = ∅.

Case 2: In this case we consider A = L∞((0, 1), µ). Let α ∈ A and assume that inf |α| < 1. This
means that µ(|α|−1([0, 1 − ε])) > 0, where 0 < ε < 1 − inf |α|. Set Mε = |α|−1([0, 1 − ε]), then
χMε 6= 0. Letting χMε play the role of the function g in the previous proof, (which is possible
since xα = (χMε , αχMε , α

2χMε , . . . ) ∈ HA because |α| ≤ 1 − ε on Mε), we deduce by the same
arguments that

σA(S) = {α ∈ A | inf |α| ≤ 1}.
Next, assume that (αI−S)(x) = 0 for some α ∈ A and x ∈ HA. As in the previous proof we

get the system of equations αx1 = 0, αx2 − x1 = 0, αx3 − x2 = 0, · · · . The first equation gives
that x1 = 0 a.e. on |α|−1(0,∞), whereas the second equation gives x1 = 0 a.e. on α−1({0}).
Hence x1 = 0. Proceeding inductively as in the previous proof, we get x = 0, hence σAp (S) is
empty also in this case.
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Lemma 7.1.2. Let A = B(H), T ∈ B(H) and suppose that T is invertible. Then the equa-
tion (T · I − S)x = y has a solution in HA for all ek, k ∈ N, if and only if the sequence
(T−1, T−2, · · · , T−k, · · · ) belongs to HA.

Proof. For k = 1, if (T · I − S)x = e1, then we must have TB1 = I, where x = (B1, B2, · · · ).
Hence B1 = T−1. Next, TB2 −B1 = 0, so TB2 = B1 = T−1 which gives B2 = T−2. Proceeding
inductively, we obtain that Bk = T−k for all k. So the equation (T · I −S)x = e1 has a solution
in HA if and only if the sequence (T−1, T−2, · · · ) belongs to HA.

Now, if (T−1, T−2, · · · ) ∈ HA, then the sequence x(k) in HA given by

x
(k)
n =

{
0 if n ∈ {1, · · · , k − 1}

T−(n−k+1) for n ∈ {k, k + 1, · · · }
is the solution of the equation (T · I − S)x = ek for each k ∈ N.

Set σ̃Acl (S) = {α ∈ σAcl (S) | Im(αI − S) = HA}. We have the following corollary.

Corollary 7.1.3. Let A be a commutative unital C∗-algebra. Then

σA(S) = (A \G(A)) ∪ {α ∈ G(A)|(α−1, α−2, · · · , α−k, · · · ) /∈ HA} ∪ σ̃Acl (S).

Proof. Since A is commutative, then the set of right invertible elemnts coincides with G(A).
Hence we can apply the arguments from the proof of Lemma 7.1.2.

Corollary 7.1.4. Let A be a unital C∗-algebra. If 1A denotes the unit in A, then 1A ∈ σA(S).

Proof. We obviously have that the sequence (1A, 1A, 1A, · · · ) = (1−1
A , 1

−2
A , 1

−3
A , · · · ) is not an

element of HA. Then we apply the arguments from the proof of Lemma 7.1.2.

Example 7.1.5. We may also consider a weighted shift Sw on HA given by Sw(x)j+1 = wjxj,
where w = (w1, w2, · · · ) is a bounded sequence in A. In this case, if α has a common right
annihilator as wj for some j ∈ N, then the sequence having this right annihilator in its j-th
coordinate and 0 elsewhere belongs to the kernel of αI − Sw. Hence α ∈ σA(Sw) in this case.

Example 7.1.6. Let A = L∞((0, 1), µ). Set

S̃(f1, f2, · · · ) = (f1χ(0, 1
2

), f2χ(0, 1
2

) + f1χ( 1
2
,1), f3χ(0, 1

2
) + f2χ( 1

2
,1), · · · ).

Then S̃ has the matrix
[

1 0
0 S

]
with respect to the decomposition (HA ·χ(0, 1

2
))⊕ (HA ·χ( 1

2
,1)).

It follows that

σA(S̃) = {α ∈ A | inf{C > 0 | µ(|α|−1([0, C]) ∩ (
1

2
, 1))} ≤ 1}

∪{α ∈ A | (α− 1) · χ(0, 1
2

) is not invertible in L∞((0,
1

2
), µ)}.

Proposition 7.1.7. Let α ∈ A. We have
1. If αI − F is bounded below and F ∈ Ba(HA), then α ∈ σArl(F ) if and only if α∗ ∈ σAp (F ∗);
2. If F,D ∈ Ba(HA) and D = U∗FU for some unitary operator U, then

σA(F ) = σA(D), σAp (F ) = σAp (D), σAcl (F ) = σAcl (D) and σArl(F ) = σArl(D).

Proof. 1) Suppose first that F − αI is bounded below and α ∈ σArl(F ). Then Im(F − αI) is
closed. Hence, by Theorem 2.0.20 we have that HA = Im(F −αI)⊕ Im(F −αI)⊥ which gives
that Im(F −αI)⊥ 6= {0} as Im(F −αI) 6= HA. Since Im(F −αI)⊥ = ker(F ∗−α∗I), it follows
that α∗ ∈ σAp (F ∗).

Conversely, suppose that α∗ ∈ σAp (F ∗) and that F − αI is bounded below. Then, again,
Im(F − αI) is closed and moreover, Im(F − αI)⊥ = ker(F ∗ − α∗I) 6= {0}. It follows that
α ∈ σArl(F ).

It is straightforward to prove the statement 2.
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Now we are going to describe the generalized spectrum of a unitary operator on HA.

Proposition 7.1.8. Let U ∈ Ba(HA) be unitary. Then

σA(U) ⊆ {α ∈ A | ‖ α ‖≥ 1},

σA(U) ∩G(A) ⊆ {α ∈ G(A) | ‖ α−1 ‖, ‖ α ‖≥ 1}.

Proof. We have αI − U = ((αI)U∗ − I)U and ‖ U∗ ‖=‖ U ‖= 1.

Consider again the orthonormal basis {ek}k∈N for HA. We may enumerate this basis by
indexes in Z. Then we get orthonormal basis {ej}j∈Z for HA and we can consider a bilateral
shift operator V with respect to this basis, i.e. V ek = ek+1 all k ∈ Z, which gives V ∗ek = ek−1

for all k ∈ Z.

Proposition 7.1.9. Let V be the bilateral shift operator on HA. Then the following holds:
1) If A = C([0, 1]), then σA(V ) = {f ∈ A | |f |([0, 1]) ∩ {1} 6= ∅},
2) If A = L∞((0, 1), µ), then

σA(V ) = {f ∈ A | µ(|f |−1((1− ε, 1 + ε))) > 0 ∀ε > 0}.

In both cases σAp (V ) = ∅.

Proof. Case 1:
In this case we consider A = C([0, 1]). Suppose that α ∈ A and |α(t̃)| = 1 for some t̃ ∈ [0, 1].

Choose a function y ∈ A such that y(t̃) = 1. If αI−V is surjective, then there exists an x ∈ HA
such that (αI − V )x = e1 · y. Now, x(t̃) ∈ l2 since x ∈ HA. If we let Ṽ denote the ordinary
bilateral shift on l2, we get that α(t̃)x(t̃) − Ṽ (x(t̃)) = (1, 0, 0, · · · ), since y(t̃) = 1. However,
this is not possible since |α(t̃)| = 1 (for more details, see [50, Chapter 4, Proposition 19] ). We
conclude that αI − V can not be surjective, so α ∈ σA(V ).

On the other hand, if α ∈ A and |α|([0, 1]) ∩ {1} = ∅, then either |α(t)| ≥ C > 1 or
|α(t)| ≤ K < 1 for all t ∈ [0, 1] and some constants C or K (here we use that |α| is continuous).
If |α(t)| ≥ C > 1 for all t ∈ [0, 1], then α is invertible in A and ‖ α−1 ‖≤ 1

C
< 1. Since

‖ V ‖= 1, it follows that α /∈ σA(V ). If |α(t)| ≤ K < 1 for all t ∈ [0, 1], then ‖ α ‖≤ K < 1, so,
by Proposition 7.1.8 it follows then that α /∈ σA(V ). Hence

σA(V ) = {α ∈ A | |α|([0, 1]) ∩ {1} 6= ∅}.

Next, if (αI − V )x = 0 for some x ∈ HA, then we must have α(t)x(t) − Ṽ x(t) = 0 for
all t ∈ [0, 1]. This means that x(t) = 0 for all t ∈ [0, 1] since σp(Ṽ ) = ∅ by [50, Chapter 4,
Proposition 19] .

Case 2:

Let now A = L∞((0, 1), µ) and α ∈ A be such that µ(|α|−1((1 − ε, 1 + ε))) > 0 for all ε > 0.
If (αI − V )x = e0 for some x ∈ HA, then we must have αxk − xk−1 = 0 for all k 6= 0 and
αx0 − x−1 = 1A. For small ε > 0 set Mε = |α|−1((1 − ε, 1 + ε)), M−

ε = |α|−1((1 − ε, 1)) and
M+

ε = |α|−1((1, 1 + ε)), so Mε = M−
ε ∪M+

ε and χMε 6= 0. From the first equation above we
get xk = α−(k+1)x−1 for all k ≤ −1. Moreover, xk = α−kx0 for all k ≥ 0 a.e. on any subset of
(0, 1) on which |α| is bounded below, thus in particular on Mε. Hence xkχMε = x0α

−kχMε for
all k ≥ 0 where for all k we let α−kχMε denote the function given by

α−kχMε(t) =

{
α−k(t) for t ∈Mε,

0 else.
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Since x ∈ HA, it follows that xkχM+
ε

= 0 for all k ≤ −1 and xkχM−ε = 0 for all k ≥ 0. Setting this
into the second equation above, we get αx0χM+

ε
−x−1χM−ε = χMε , which gives x0χMε = α−1χM+

ε

and x−1χMε = −χM−ε . Hence xkχMε = α−(k+1)χM+
ε
for all k ≥ 0 and xkχMε = −α−(k+1)χM−ε for

all k ≤ −1. This gives |xk| ≥ (1 + ε)−(k+1)χM+
ε
for all k ≥ 0 and |xk| ≥ (1− ε)−(k+1)χM−ε for all

k ≤ −1. Since this holds for all ε > 0 and moreover, we have that either χM−ε or χM+
ε
is non-zero

(because χMε is non-zero for all ε > 0), we get that the infinite sum
∑

k∈Z x
∗
kxk diverge in A,

otherwise ‖
∑

k∈Z x
∗
kxk ‖≥ min

{∑∞
k=0

1

(1 + ε)k+1
,
∑∞

k=0(1− ε)k
}
for all ε > 0, a contradiction.

Hence x can not be an element of HA. We conclude that e0 /∈ Im(αI − V ), so α ∈ σA(V ) in
this case.

On the other hand, if µ(|α|−1((1 − ε, 1 + ε))) = 0 for α ∈ A and some ε > 0, then we
have (0, 1) = N−ε ∪ N+

ε , where N−ε = |α|−1((0, 1 − ε)) and N+
ε = |α|−1((1 + ε,+∞)). Since

the decomposition HA = HA · χN+
ε
⊕ HA · χN−ε clearly reduces the operator αI − V and the

restrictions of αI−V on both these submodules are invertible, ( as the restriction of V to both
these submodules acts as a unitary operator on these submodules ), it follows that αI − V is
invertible, so α /∈ σA(V ).

Example 7.1.10. Let {α1, α2, · · · } be a sequence in a unital C∗-algebra A such that each αk
is a unitary element of A. Then the operator V defined by

V (x1, x2, · · · ) = (α1x1, α2x2, · · · )

is a unitary operator on HA. If A = C([0, 1]) or if A = L∞((0, 1), µ) and J1, J2 are two closed
subintervals of (0, 1) such that J1∩J2 = ∅, then we may easily find a function β ∈ A such that
β = α1 on J1 and |β(t)| > 1 for all t ∈ J2. Hence ‖ β ‖> 1, but we also have β ∈ σA(V ) since
ker(βI − V ) 6= {0}. Similarly, if A = B(H) where H is an infinite-dimensional Hilbert space,
then we may easily find two closed suspaces H1 and H2 such that H1 ⊥ H2 and T ∈ B(H)
satisfying T|H1

= α1|H1
and ‖ T|H2

‖> 1. Hence, again T ∈ σA(V ) and ‖ T ‖> 1. So, if V is a
unitary operator on HA, we do not have in general that

σA(V ) ⊆ {α ∈ A | ‖ α ‖= 1}.

Next we are going to describe and investigate some properties of generalized spectra of
self-adjoint operators on HA.

Lemma 7.1.11. Let A be a commutative C∗-algebra. If F is a self-adjoint operator on HA,
then σAp (F ) is a self-adjoint subset of A, that is α ∈ σAp (F ) if and only if α∗ ∈ σAp (F ).

Proof. Since F − αI and F − α∗I = F ∗ − α∗I mutually commute because A is commutative,
we can deduce that ‖ (F − αI)x ‖=‖ (F − α∗I)x ‖ for all x ∈ HA.

Example 7.1.12. Let A = C([0, 1]) or A = L∞((0, 1), µ). If G is the operator on HA given
by G(f1, f2, · · · ) = (g1f1, g2f2, · · · ), where {g1, g2, · · · } is a bounded sequence of real valued
functions in A, then G is a self-adjoint operator. Suppose that there are two mutually disjoint,
closed subintervals J1 and J2 of (0, 1) such that g1|J1

6= 0 and g1|J2
= 0. Set g̃ = ig1. Then,

if we choose a function f in A such that supp f ⊆ J2, we get that (g̃I − G)(f, 0, 0, · · · ) = 0.
However, g̃ 6= g̃, so we do not have that σAp (G) is included in the set of self-adjoint elements of
A.

Example 7.1.13. Let A = B(H) where H is a separable infinite-dimensional Hilbert space
and let {ej}j∈N be an orthonormal basis for H. If P denotes the orthogonal projection onto
Span{e1}, then the operator P · I is a self-adjoint operator on HA. Now, if S is the unilateral
shift operator on H with respect to the orthonormal basis {ej}, then S−P is injective whereas
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S∗ − P is not injective because (S∗ − P )(e1 + e2) = 0. It follows that (S − P ) · I is an injective
operator on HA, whereas (S∗−P ) · I = ((S−P ) · I)∗ is not an injective operator on HA, since
(S∗ − P ) · I(Q, 0, 0, 0, · · · ) = 0, where Q is the orthogonal projection onto Span{e1 + e2}.

Hence, if A = B(H), we do not have in general that σAp (F ) is a self-adjoint subset of A
when F = F ∗. It follows that the assumption that A is commutative is indeed necessary in
Lemma 7.1.11.

Lemma 7.1.14. Let A be a commutative C∗-algebra. If F is a self-adjoint operator on HA
and α ∈ A \ σAp (F ), then Im(F − αI)⊥ = {0}. Hence, if α ∈ A and F − αI is bounded below,
then α ∈ A \ σA(F ).

Proof. Suppose that α ∈ A\σAp (F ). If y ∈ Im(F − αI)⊥, then y ∈ ker(F ∗−α∗I). By the proof
of Lemma 7.1.11 we obtain that (F − αI)y = 0. Since α /∈ σAp (F ) by the choice of α, we get
that y = 0. Thus, Im(F − αI)⊥ = {0}, when α ∈ A \ σAp (F ).

Suppose next that α ∈ A is such that F − αI is bounded below. Then α ∈ A \ σAp (F ), so
from the previous arguments we deduce that Im(F −αI)⊥ = {0}. Moreover, since Im(F −αI)
is then closed and F − αI ∈ Ba(HA), from Theorem 2.0.20 it follows that Im(F − αI) is
orthogonally complementable in HA. However, since Im(F − αI)⊥ = {0}, we must have that
Im(F − αI) = HA. Hence F − αI is invertible in Ba(HA), so α is in A \ σA(F ).

Corollary 7.1.15. Let A be a unital commutative C∗-algebra and F be a self-adjoint operator
on HA. If α ∈ A and α− α∗ ∈ G(A), then F − αI is invertible. In this case,

‖ (F − αI)−1 ‖≤ 2 ‖ (α− α∗)−1 ‖ .

Proof. If α ∈ A, then, since A is commutative, we get

〈x, Fx− αIx〉 − 〈Fx− αIx, x〉 = α∗〈x, x〉 − 〈x, x〉α = (α∗ − α)〈x, x〉.

From the triangle inequality and the Cauchy-Schwartz inequality for the inner product we
obtain ‖(α− α∗)〈x, x〉‖ ≤ 2‖x‖‖Fx− αIx‖. Since (α− α∗) is invertible by assumption, we get
from this inequality

‖ x ‖2=‖ 〈x, x〉 ‖≤‖ (α− α∗)−1 ‖‖ (α− α∗)〈x, x〉 ‖

≤ 2· ‖ x ‖‖ (F − αI)x ‖‖ (α− α∗)−1 ‖,
which gives

‖ x ‖
2· ‖ (α− α∗)−1 ‖

≤‖ (F − αI)x ‖

for all x ∈ HA. From Lemma 7.1.14 it follows that F − αI is invertible.

Remark 7.1.16. Let A = C([0, 1]) or A = L∞((0, 1), µ). As we have seen in Example 7.1.12,
the operator g̃I − G is not invertible, whereas g̃ − g̃ = 2ig1 6= 0. Therefore, it is not sufficient
only to assume that α−α∗ 6= 0, so the requirement that a− a∗ is invertible is indeed necessary
in Corollary 7.1.15.

Example 7.1.17. Let A = M2(C) and T1, T2 ∈ A be given by T1 =

[
2 1
1 0

]
, T2 =

[
0 i
i i

]
.

Then T1 is self-adjoint and T2 − T ∗2 = 2i

[
0 1
1 1

]
, so T2 − T ∗2 is invertible. Now, T1 − T2 =[

2 1− i
1− i −i

]
, so det(T1 − T2) = 0, which gives that T1 − T2 is not invertible. Hence the

operator F := T1 · I is a self-adjoint operator on HA, but F − T2 · I = (T1 − T2) · I is not
invertible. This shows that the assumption that A is commutative in Corollary 7.1.15 is indeed
necessary.
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For a self-adjoint operator F on HA, set

M(F ) = sup{‖ 〈Fx, x〉 ‖ | ‖ x ‖= 1} and m(F ) = inf{‖ 〈Fx, x〉 ‖ | ‖ x ‖= 1}.

We have the following corollary.

Corollary 7.1.18. If A = C([0, 1]) and F is a self-adjoint operator on HA, then

σA(F ) ⊆ {f ∈ A | |f |([0, 1]) ∩ [m,M ] 6= ∅}.

If A = L∞((0, 1), µ) and F is a self-adjoint operator on HA, then

σA(F ) ⊆ {f ∈ A | µ(|f |−1([m− ε,M + ε])) > 0 for all ε > 0}.

Proof. Let A = L∞((0, 1), µ), F be a self-adjoint operator on HA and α ∈ A be such that there
exists an ε = ε(α) with the property that µ(|α|−1([m − ε,M + ε])) = 0. Then (0, 1) = M1 ∪
M2, where M1 and M2 are Lebesgue measurable, mutually disjoint subsets of (0, 1) satisfying
|α|χM1 ≥ (M + ε)χM1 and |α|χM2 ≤ (m− ε)χM2 a.e. Hence, for all x ∈ HA, we have

〈(F − αI)x, x〉 = 〈(F − αI)x, x〉 · χM1 + 〈(F − αI)x, x〉 · χM2 .

Now, we have
‖ 〈(F − αI)x, x〉 ‖≥‖ 〈(F − αI)x, x〉χM1 ‖

≥‖ α〈x, x〉χM1 ‖ − ‖ 〈Fx, x〉χM1 ‖=‖ αχM1〈x, x〉χM1 ‖ − ‖ χM1〈Fx, x〉χM1 ‖

=‖ αχM1〈x, x〉χM1 ‖ − ‖ 〈Fx · χ1, x · χM1〉 ‖

≥ (M + ε) ‖ 〈x, x〉χM1 ‖ − ‖ 〈F (x · χM1), x · χM1〉 ‖

≥ (M + ε) ‖ 〈x, x〉χM1 ‖ −M ‖ 〈x · χM1 , x · χM1〉 ‖

= (M + ε) ‖ 〈x, x〉χM1 ‖ −M ‖ χM1〈x, x〉χM1 ‖= ε ‖ 〈x, x〉χM1 ‖

(where we have used that

‖ 〈Fy, y〉 ‖=‖ y ‖2‖ 〈F (
y

‖ y ‖
),

y

‖ y ‖
〉 ‖≤‖ 〈y, y〉 ‖M).

Similarly we obtain

‖ 〈(F − αI)x, x〉 ‖≥‖ 〈(F − αI)x, x〉χM2 ‖≥‖ 〈Fx, x〉χM2 ‖ − ‖ α〈x, x〉χM2 ‖

=‖ 〈F (x · χM2), x · χM2〉 ‖ − ‖ α〈x, x〉χM2 ‖

≥ m ‖ 〈x · χM2 , x · χM2〉 ‖ −(m− ε) ‖ 〈x, x〉χM2 ‖= ε ‖ 〈x, x〉χM2 ‖ .

Hence ‖ 〈(F − αI)x, x〉 ‖≥ εmax{‖ 〈x, x〉χM2 ‖, ‖ 〈x, x〉χM1 ‖} = ε ‖ 〈x, x〉 ‖ .
Thus, ‖ (F − αI)x ‖‖ x ‖≥‖ 〈(F − αI)x, x〉 ‖≥ ε ‖ x ‖2 for all x ∈ HA. It follows that

F − αI is bounded below, hence, from Lemma 7.1.14 we deduce that F − αI is invertible in
Ba(HA).

The proof in the case when A = C([0, 1]) is similar, but more simple, because if α ∈ A
and |α|([0, 1]) ∩ [m,M ] = ∅, then by the continuity of |α| we must either have that |α| < m
or |α| > M that on the whole interval [0, 1]. Moreover, there exists then an ε > 0 such that
|α| ≤ m − ε or |α| ≥ M + ε on the whole [0, 1]. Hence we may proceed in the same way as in
the above proof.

Finally, we are going to study the properties of generalized spectra of normal operators on
HA.
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Lemma 7.1.19. Let A be a commutative unital C∗-algebra and F be a normal operator on
HA, that is FF ∗ = F ∗F. If α1, α2 ∈ σAp (F ) and α1 − α2 is not a zero divisor in A, then
ker(F − α1I) ⊥ ker(F − α2I).

Proof. Since F commutes with F ∗ and A is a commutative unital C∗-algebra, then F − α2I
and F ∗−α∗2I mutually commute. Hence ker(F −α2I) = ker(F ∗−α∗2I). For x1 ∈ ker(F −α1I)
and x2 ∈ ker(F − α2I) = ker(F ∗ − α∗2I), we get

〈x2, x1〉(α1 − α2) = 〈x2, x1〉α1 − α2〈x2, x1〉 = 〈x2, Fx1〉 − 〈F ∗x2, x1〉 = 0

(where we have used that A is commutative, so 〈x2, x1〉 α2 = α2〈x2, x1〉). Since (α1 − α2) is
not a zero divisor by assumption, it follows that 〈x2, x1〉 = 0.

Example 7.1.20. Let A = C([0, 1]) or A = L∞((0, 1), µ) and consider the self-adjoint operator
G from Example 7.1.12. For any function f in A with the support contained in J2, we have
(f, 0, 0, · · · ) ∈ kerG ∩ ker(g̃I − G). However, g̃ = ig1 6= 0 and f 6= 0, but g̃ is not invertible in
A, so it is not sufficient only to assume that α1 − α2 6= 0 and the assumption that α1 − α2 is
not a zero divisor in A is indeed necessary.

Example 7.1.21. Let A = B(H) and T ∈ A be a normal and invertible operator. If H1 and
H2 are two closed subspaces of H such that H = H1⊕̃H2 and H1 6= H⊥2 (that is H1 and H2

are not mutually orthogonal), then Tu and T (1−u) are elements of σAp (T · I), where u stands
for the skew projection onto H1 along H2. Moreover, the operator T · I is normal operator on

HA and T u −T (1 − u) is invertible in A because T u −T (1 − u) has the matrix
[
T 0
0 −T

]
with respect to the decomposition H = H1⊕̃H2 → T (H1)⊕̃T (H2) = H. However, if P1 and P2

denote the orthogonal projections onto H1 and H2, respectively, then, for all j,

ej · P1 ∈ ker(T u ·I − T · I) and ej · P2 ∈ ker(T (1− u) · I − T · I),

since uP1 = P1 and (1 − u)P2 = P2. Moreover, P1P2 6= 0. So the assumption that A is
commutative is indeed necessary in Lemma 7.1.19.

Lemma 7.1.22. Let A be a commutative C∗-algebra and F be a normal operator on HA. Then
σArl(F ) = ∅, hence σA(F ) = σAp (F ) ∪ σAcl (F ).

Proof. Suppose that α ∈ σArl(F ). Then F − αI is bounded below. Again, since F − αI and
F ∗ − α∗I mutually commute, we get that ker(F − αI) = ker(F ∗ − α∗I) = {0}. Next, since
Im(F − αI) is closed, by Theorem 2.0.20 we have that

HA = ker(F ∗ − α∗I)⊕ Im(F − αI) = Im(F − αI).

So F − αI is surjective, thus invertible, which gives that σArl(F ) = ∅.

Example 7.1.23. Let A = B(H) and S, P be as in Example 7.1.13. Then P · I is a normal
operator on HA being self-adjoint and (S − P ) · I is bounded below on HA. Indeed, we have
that ‖ (S − P )x ‖≥‖ x ‖ for all x ∈ H, hence m(S − P ) ≥ 1. Therefore, since

T ∗(S − P )∗(S − P )T ≥ (m(S − P ))2T ∗T

for all T ∈ B(H), it is not hard to see that (S − P ) · I is bounded below on HA. However,
Im((S − P ) · I)⊥ = ker((S∗ − P ) · I) and ker((S∗ − P ) · I) 6= {0} as we have seen in Example
7.1.13. Hence P · I is a normal operator on HA and S ∈ σArl(P · I), which shows that the
assumption that A is commutative is indeed necessary in Lemma 7.1.22. Moreover, this also
shows that the assumption that A is commutative is indeed necessary in Lemma 7.1.14 as well,
because S ∈ A \ σAp (P · I), however, Im((S − P ) · I)⊥ 6= {0}.
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The next lemma is a generalization of [25, Chapter XI, Proposition 1.1] . For F ∈ Ba(HA),
set

σAa (F ) = {α ∈ A | F − αI is not bounded below },

σAl (F ) = {α ∈ A | F − αI is not left invertible in Ba(HA)},

σAr (F ) = {α ∈ A | F − αI is not right invertible in Ba(HA)}.

Lemma 7.1.24. Let F ∈ Ba(HA). Then the following statements are equivalent.
a) α ∈ A \ σAa (F ).
b) α ∈ A \ σAl (F ).
c) α∗ ∈ A \ σAr (F ∗).
d) Im(α∗I − F ∗) = HA.

Proof. This proof is similar to the proof of [25, Chapter XI, Proposition 1.1]. Indeed, if F −αI
is bounded below, then Im(F −αI) is orthogonally complementable in HA by Theorem 2.0.20.
The operator F−αI is invertible viewed as an operator from HA onto Im(F−αI). This follows
by the Banach open mapping theorem. Hence (F − αI)−1 ∈ Ba(Im(F − αI), HA) by Remark
2.0.21. Let P denote the orthogonal projection onto Im(F − αI), then (F − αI)−1P is a left
inverse of F − αI in Ba(HA). Next, F − αI has left inverse if and only if F ∗ − α∗I has right
inverse in Ba(HA), so (b) ⇒ (c). Part (c) ⇒ (d) is obvious. Finally, if Im(α∗I − F ∗) = HA,
then ker(F − αI) = Im(F ∗ − α∗I)⊥ = {0}. Moreover, from the proof of Theorem 2.0.20 we
have that Im(F − αI) is closed since Im(F ∗ − α∗I) is closed. Therefore, F − αI is bounded
below.

The next two propositions can be proved in exactly the same way as for operators on Hilbert
spaces, see [50, Chapter 4, Proposition 20] and [50, Chapter 4, Proposition 21].

Proposition 7.1.25. For F ∈ Ba(HA), we have that σAa (F ) is a closed subset of A in the
norm topology and σA(F ) = σAa (F ) ∪ σArl(F ).

Proof. The statement follows since Ma(HA) is open in Ba(HA) in the norm topology. Next, if
F − α0I is bounded below, it is easy to see that either α0 ∈ σArl(F ) or F − α0I is invertible.

Proposition 7.1.26. Let A be a commutative C∗-algebra. If F ∈ Ba(HA), then ∂σA(F ) ⊆
σAa (F ). Moreover, if M is a closed submodule of HA invariant with respect to F and F0 = F|M ,
then we have ∂σA(F0) ⊆ σAa (F ) and σA(F0) ∩ ρA(F ) = σArl(F0), where ρA(F ) = A \ σA(F ).

Proof. Let α0 ∈ ∂σA(F ). Then there exists a sequence {αn} ⊆ A \ σA(F ) such that αn → α0

in A, hence F − αnI −→ F − α0I in the norm. From a well known result for operators on
Banach spaces stated in [50, Chapter 4, Proposition 12], there exists a subsequence αnk such
that ||(F − αnkI)−1|| −→ ∞ as k −→ ∞ since F − α0I is not invertible. Hence, there exists a
sequence of unit vectors {xk} ⊆ HA such that ||(F − αnkI)−1xk|| −→ ∞ as k 7−→ ∞. For each
k, set yk = (F − αnkI)−1xk and vk =

yk
‖ yk ‖

. Then we have that

‖ (F − α0I)vk ‖≤‖ (α0 − αnk)Ivk ‖ + ‖ (F − αnkI)vk ‖≤‖ α0 − αnk ‖ +
1

‖ yk ‖
,

which gives that ‖ (F − α0I)vk ‖−→ 0, so α0 ∈ σAa (F ). This shows the first statement in the
proposition. However, then we have that

∂σA(F0) ⊆ σAa (F0) ⊆ σAa (F ) ⊆ σA(F ).
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Example 7.1.27. We may also consider the operators on HA defined by

W (ek) = e2k and W ′(ek) = e2k−1 for all k ∈ N.

Also for these operators we have σA(W ) = σA(W ′) = {α ∈ A | inf |α| ≤ 1} in the case when
A = C([0, 1]) or when A = L∞((0, 1), µ). Suppose now that A = L∞((0, 1), µ) and consider the
operator F on HA given by

F (f1, f2, f3, · · · ) = (χ(0, 1
2

)f1, χ( 1
2
,1)f1, χ(0, 1

2
)f2, χ( 1

2
,1)f2, · · · ).

It follows that F has the matrix
[
W ′ 0
0 W

]
with respect to the decomposition

HA = (HA · χ(0, 1
2

))⊕ (HA · χ( 1
2
,1))

F−→ (HA · χ(0, 1
2

))⊕ (HA · χ( 1
2
,1)) = HA.

Therefore, σA(F ) = {α ∈ A | inf |α| ≤ 1}. Next we have that

σAp (W ) = ∅, σAp (W ′) = {α ∈ A | α = 1 on some closed subinterval J ⊆ [0, 1]}

in the case when A = C([0, 1]) and σAp (W ′) = {α ∈ A | µ({t ∈ (0, 1) | α(t) = 1}) > 0} in the
case when A = L∞((0, 1), µ). Hence, we get that

σAp (F ) = {α ∈ A | µ({t ∈ (0,
1

2
) | α(t) = 1}) > 0}.

Consider next the operators

Z(ej) =

{
ek when j = 2k
0 else , k ∈ N

Z ′(ej) =

{
ek when j = 2k − 1
0 else , k ∈ N

Then σA(Z) = σA(Z ′) = {α ∈ A | inf |α| ≤ 1}. This follows since Z = W ∗ and Z ′ = W ′∗.
Moreover, we have

σAp (Z) = {α ∈ A | inf |α| < 1}
both in the case when A = C([0, 1]) and when A = L∞((0, 1), µ).

In the case when A = L∞((0, 1), µ) we have that

σAp (Z ′) = {α ∈ A | inf |α| < 1 or µ({t ∈ (0, 1) | α(t) = 1}) > 0}

and in the case when A = C([0, 1]), we have that

σAp (Z ′) = {α ∈ A | inf |α| < 1 or α = 1 on some closed subinterval J ⊆ [0, 1]}.

Let the operator D on HA be given by

D(g1, g2, g3, . . . ) = (g1χ(0, 1
2

) + g2χ( 1
2
,1), g3χ(0, 1

2
) + g4χ( 1

2
,1), · · · )

when A = L∞((0, 1), µ). Then D = F ∗ and D has the matrix
[
Z ′ 0
0 Z

]
with respect to the

decomposition HA · χ(0, 1
2

) ⊕HA · χ( 1
2
,1). It follows that

σA(D) = {α ∈ A | inf |α| ≤ 1},

σAp (D) = {α ∈ A | inf |α| < 1 or µ({t ∈ (0,
1

2
) | α(t) = 1}) > 0}.

Note that the operators F and D here are actually the operators from Example 3.7.4 and
Example 3.7.5, respectively.
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7.2 Generalized Fredholm spectra of operators over C∗-
algebras

Various subclasses of semi-A-Fredholm operators induce various corresponding generalized spec-
tra in A of operators in Ba(HA). We shall investigate several properties of such spectra and
the relationship between them. Most of the results in this section are generalizations in this
setting of the results from [56, Section 2.2] and [56, Section 2.3] .
We start with the following definition.

Definition 7.2.1. We set msΦ(F ) = inf{‖ α ‖ | α ∈ A, F − αI /∈MΦ(HA)},

ms(F ) = inf{‖ α ‖ | α ∈ A, F − αI /∈MΦ±(HA)},

ms+(F ) = inf{‖ α ‖ | α ∈ A, F − αI /∈MΦ+(HA)},

ms−(F ) = inf{‖ α ‖ | α ∈ A, F − αI /∈MΦ−(HA)}.

It follows that msΦ(F ) = max{ε ≥ 0 | ‖ α ‖< ε⇒ F − αI ∈MΦ(HA)},

ms+(F ) = max{ε ≥ 0 | ‖ α ‖< ε⇒ F − αI ∈MΦ+(HA)},

ms−(F ) = max{ε ≥ 0 | ‖ α ‖< ε⇒ F − αI ∈MΦ−(HA)},

ms(F ) = max{ε ≥ 0 | ‖ α ‖< ε⇒ F − αI ∈MΦ±(HA)},

From Lemma 2.0.42 and Theorem 3.3.1 it follows that

msΦ(F ) > 0⇔ F ∈MΦ(HA),

ms+(F ) > 0⇔ F ∈MΦ+(HA),ms−(F ) > 0⇔ F ∈MΦ−(HA),

ms(F ) > 0⇔ F ∈MΦ±(HA).

From Corollary 3.1.20 it follows that

ms+(F ) = ms−(F ∗),msΦ(F ) = msΦ(F ∗),

ms(F ) = ms(F ∗).

Lemma 7.2.2. Let F ∈ Ba(HA). If ms+(F ) > 0 and ms−(F ) > 0, then ms+(F ) = ms−(F ).

Proof. Sincems+(F ) andms−(F ) are strictly positive by assumption, then, by Corollary 3.1.10,
F ∈ MΦ+(HA) ∩MΦ−(HA) =MΦ(HA). If ms+(F ) > ms−(F ), then, obviously, there exists
an α ∈ A such that ‖ α ‖∈ (ms−(F ),ms+(F )), and (F − αI) ∈ MΦ+(HA) \ MΦ−(HA).
However, if we consider the map f : [0, 1] → Ba(HA) given by f(t) = F − tαI, then f is
continuous. Since ‖ α ‖< ms+(F ), it follows that f([0, 1]) ⊆ MΦ+(HA) ⊆ MΦ±(HA). By
Corollary 3.3.5 we deduce that f(1) ∈MΦ(HA) since f(0) ∈MΦ(HA). However, we have that
f(1) = F − αI /∈ MΦ−(HA). Since MΦ(HA) ⊆ MΦ−(HA), we get a contradiction. Thus,
ms+(F ) = ms−(F ) in this case. Similarly, if ms−(F ) ≥ ms+(F ), we can show that actually
ms−(F ) = ms+(F ).

Lemma 7.2.3. Let F ∈ Ba(HA). Then
1) msΦ(F ) = min{ms+(F ),ms−(F )},
2) ms(F ) = max{ms+(F ),ms−(F )}.
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Proof. First we prove 1). If 0 = min{ms+(F ),ms−(F )}, then either ms+(F ) = 0 or ms−(F ) =
0. Suppose that ms+(F ) = 0. Then, by the above arguments, sinceMΦ+(HA) is open, we must
have that F /∈ MΦ+(HA). Hence F /∈ MΦ(HA), so msΦ(F ) = 0. Similarly, if ms−(F ) = 0, it
follows that msΦ(F ) = 0, sinceMΦ−(HA) is open andMΦ(HA) ⊆MΦ−(HA).
Suppose now that

0 < min{ms+(F ),ms−(F )} = ms+(F ).

By Lemma 7.2.2 we have ms+(F ) = ms−(F ). Applying Corollary 3.1.10 we easily deduce that
msΦ(F ) = ms+(F ) = ms−(F ).

Next we prove 2). If max{ms+(F ),ms−(F )} = 0, then F /∈ MΦ±(HA), hence ms(F ) = 0,
as in the proof of [56, (2.3.8.2.)].
Suppose that 0 < max{ms+(F ),ms−(F )} = ms+(F ). Obviously, ms(F ) ≥ ms+(F ). If we have
ms(F ) > ms+(F ), then for any r ∈ (ms+(F ),ms(F )), the set

Cr := {F − αI | α ∈ A |‖ α ‖≤ r}

would intersect bothMΦ+(HA) andMΦ−(HA) \MΦ+(HA), which are both open by Theo-
rem 3.3.1 and Remark 3.3.4. Hence the setsMΦ+(HA)∩Cr and (MΦ−(HA)\MΦ+(HA))∩Cr
would form a separation of Cr, since Cr ⊆MΦ±(HA). Indeed, since r > max{ms+(F ),ms−(F )},
we can not have that Cr ⊆MΦ+(HA) or Cr ⊆MΦ−(HA).On the other hand, since r < ms(F ),
we must have that Cr ⊆ MΦ±(HA). Therefore, it follows that Cr ∩ MΦ+(HA) 6= ∅ and
Cr ∩ (MΦ−(HA) \MΦ+(HA)) 6= ∅. This is a contradiction since Cr is connected. Hence we
must have ms(F ) = ms+(F ).
The case when max{ms+(F ),ms−(F )} = ms−(F ) can be treated analogously.

Definition 7.2.4. Let F ∈ Ba(HA). We set

σAew(F ) = {α ∈ A | (F − αI) /∈MΦ0(HA)},

σAe uf (F ) = {α ∈ A | (F − αI) /∈MΦ+(HA)},

σAe lf (F ) = {α ∈ A | (F − αI) /∈MΦ−(HA)},

σAek(F ) = {α ∈ A | (F − αI) /∈MΦ±(HA)},

σAef (F ) = {α ∈ A | (F − αI) /∈MΦ(HA)}.

Lemma 7.2.5. Let F ∈ B(HA) and suppose that K0(A) satisfies the cancellation property.Then
σA(F ) = σAew(F ) ∪ σAp (F ) ∪ σAcl (F ).

Proof. It suffices to show ” ⊆ ”. Suppose that α ∈ σA(F )\(σAcl (F )∪σAew(F )). Then Im(F −αI)
is closed and (F −αI) ∈MΦ0(HA). By Proposition 3.5.11 the operator F −αI has the matrix[

(F − αI)1 0
0 0

]
with respect to the decomposition

HA = ker(F − αI)◦⊕̃ ker(F − αI)
F−αI−→ Im(F − αI)⊕̃Im(F − αI)◦ = HA,

where (F − αI)1 is an isomorphism by the Banach open mapping theorem. Since we have
(F − αI) ∈MΦ0(HA), then it holds that

0 = index (F − αI) = [ker(F − αI)]− [Im(F − αI)◦],
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so [ker(F − αI)] = [Im(F − αI)◦]. If [ker(F − αI)] = 0, then ker(F − αI) = {0}, since
K0(A) satisfies the cancellation property by assumption. By the same reason we would have
Im(F − αI)◦ = {0}, so F − αI is then invertible, which is a contradiction, since α ∈ σA(F ).
Thus, we must have ker(F − αI) 6= {0}, so α ∈ σAp (F ).

Example 7.2.6. Let A = B(H) where H is a separable, infinite-dimensional Hilbert space
and consider the operator T from Example 3.4.5. Obviously, T ∈ MΦ0(HA) and moreover, T
is bounded below, but T is not surjective, thus not invertible. Hence

0 ∈ (σArl(T ) \ σAew(T )) ⊆ (σA(T ) \ (σAew(T ) ∪ σAp (T ) ∪ σAcl (T ))).

This shows that the assumption that K0(A) satisfies the cancellation property is indeed neces-
sary in Lemma 7.2.5.

Recall Definition 5.1.1 of the classMΦgc
0 (HA). We have the following lemma.

Lemma 7.2.7. For F ∈ Ba(HA) set σAewgc(F ) = {α ∈ A | (F − αI) /∈ MΦgc
0 (HA)}. Then

σA(F ) = σAewgc(F ) ∪ σAp (F ).

Proof. Again it suffices to show ” ⊆ ”. Suppose that α ∈ σA(F ) \ σAewgc(F ). Then Im(F − αI)

is closed and ker(F − αI) ∼= Im(F − αI)⊥. Moreover, HA = Im(F − αI) ⊕ Im(F − αI)⊥ by
Theorem 2.0.20. Since α ∈ σA(F ), it follows that ker(F − αI) 6= {0}.

For F ∈ Ba(HA) we set

MΦ+(F ) = {α ∈ A | F − αI ∈MΦ+(HA)} ,

MΦ−(F ) = {α ∈ A | F − αI ∈MΦ−(HA)} ,

MΦ(F ) = {α ∈ A | F − αI ∈MΦ(HA)} ,

MΦ±(F ) = {α ∈ A | F − αI ∈MΦ±(HA)} and

MΦ0(F ) = {α ∈ A | F − αI ∈MΦ0(HA)} .

The next two results are generalizations of [25, Chapter XI, Proposition 4.9] .

Proposition 7.2.8. If F ∈ Ba(HA), then the components of A\(σAe uf (F )∩σAe lf (F )) are either
completely contained in one of the sets

MΦ+(F ) \MΦ(F ), MΦ−(F ) \MΦ(F )

or they are completely contained in MΦ(F ) and in this case index (F − αI) is constant on
them.

Proof. Let C be a component of A \ (σAe uf (F ) ∩ σAe lf (F )). Then either C ∩MΦ+(F ) 6= ∅ or
C ∩MΦ−(F ) 6= ∅. Hence we must have that either C ⊆ MΦ−(F ) or C ⊆ MΦ+(F ) because
otherwise the sets C ∩MΦ−(F ) and C ∩ (MΦ+(F ) \MΦ−(F )) would form a separation of C,
which is a contradiction. Indeed, it follows straightforward from Theorem 3.3.1 and Remark
3.3.4 that the setsMΦ−(F ) andMΦ+(F ) \MΦ−(F ) are open in the norm topology of A.

Assume that C ⊆MΦ+(F ). If C ∩MΦ(F ) 6= ∅, then C ⊆MΦ(F ) because otherwise the
setsMΦ(F ) andMΦ+(F ) \MΦ(F ) would form a separation of C, since it follows straightfor-
ward from Lemma 2.0.42 and Theorem 3.3.1 thatMΦ(F ) andMΦ+(F ) \MΦ(F ) are open.
So, either C ⊆MΦ+(F ) \MΦ(F ) or C ⊆MΦ(F ). Now, if C ⊆MΦ(F ), then index (F −αI)
must be constant on C, since index is locally constant by Lemma 2.0.42.

The case when C ⊆MΦ−(F ) can be treated similarly.
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Lemma 7.2.9. Let F ∈ Ba(HA). If α ∈ ∂σA(F ) \ (σAe uf (F ) ∩ σAe lf (F )), then α ∈MΦ0(F ).

Proof. Let α ∈ ∂σA(F ) \ (σAe uf (F ) ∩ σAe lf (F )). Then α ∈ MΦ±(F ). Since α ∈ ∂σA(F ), each
open neighbourhood of α in A intersectsMΦ0(F ) non-empty. SinceMΦ+(F ) \MΦ(F ) and
MΦ−(F ) \ MΦ(F ) are open, it follows that α must be an element of MΦ(F ). Now, since
α ∈ ∂σA(F ) andMΦ(F ) \MΦ0(F ) is open (this follows from Lemma 3.4.16), we must have
that α ∈MΦ0(F ).

Theorem 7.2.10. [20, Theorem 4 ] Let F ∈ Ba(HA). Then the following inclusions hold:

∂σAew(F ) ⊆ ∂σAef (F ) ⊆ ∂σAe lf (F )
∂σAe uf (F )

⊆ ∂σAek(F ).

Proof. We will show this by proving the following inclusions:

∂σAew(F ) ⊆ σAef (F ),

∂σAef (F ) ⊆ (σAe uf (F ) ∩ σAe lf (F )) = σAek(F ),

∂σAe uf (F ) ⊆ σAek(F ) and ∂σAe lf (F ) ⊆ σAek(F ).

Since, obviously,

σAek(F ) ⊆ σAe uf (F )
σAe lf (F )

⊆ σAef (F ) ⊆ σAew(F ),

if we prove the inclusions above, the theorem would follow. Here we use the property that if
S, S ′ ⊆ A , S ⊆ S ′ and ∂S ′ ⊆ S , then ∂S ′ ⊆ ∂S.

The first inclusion follows by the same arguments as in the classical case (the proof of
[56, Theorem 2.2.2.3]) since σAew(F ) \ σAef (F ) is open in A by Lemma 3.4.16.

Next, if α ∈ ∂σAef (F ), then, obviously, F −αI is in ∂MΦ(HA). By applying Corollary 3.3.3,
we deduce that (F − αI) /∈MΦ+(HA)∪MΦ−(HA). This works as in the proof of [56, 2.2.2.4]
and [56, 2.2.2.5]. Hence,

∂σAef (F ) ⊆ (σAe uf (F ) ∩ σAe lf (F )).

Suppose now that α ∈ ∂σe uf (F ). If α /∈ σAe lf (F ), then (F − αI) ∈ MΦ−(HA). Since α ∈
∂σe uf (F ), it follows that (F − αI) ∈ ∂MΦ+(HA). Hence (F − αI) /∈ MΦ+(HA), because
MΦ+(HA) is open in the norm topology. Thus, if α ∈ ∂σAe uf (F )σAe lf (F ), then α ∈ MΦ−(F )

and α /∈MΦ+(F ). Now, since α belongs to the boundary of σAe uf (F ), it follows that any open
ball around α in A intersectsMΦ+(F ) non–empty. On the other hand,MΦ−(F ) \MΦ+(F )
is open in A, which follows from Theorem 3.3.1, and α ∈MΦ−(F )\MΦ+(F ), a contradiction.
Thus, we must have ∂σe uf (F ) ⊆ σe lf (F ). Hence ∂σAe uf (F ) ⊆ σAe uf (F ) ∩ σAe lf (F ) = σAek(F ).

Similarly, we can show that ∂σAe lf (F ) ⊆ σAek(F ).

Now we consider the following spectra for F ∈ Ba(HA) :

σAeã(F ) = {α ∈ A | (F − αI) /∈ M̃Φ
−
+(HA)},

σAea(F ) = {α ∈ A | (F − αI) /∈MΦ−+(HA)}.
Clearly, σAe uf (F ) ⊆ σAea(F ) ⊆ σAeã(F ) ⊆ σAew(F ). We have the following theorem.

Theorem 7.2.11. [20, Theorem 5] Let F ∈ Ba(HA). Then

∂σAew(F ) ⊆ ∂σAeã(F ) ⊆ ∂σAea(F ) ⊆ ∂σAe uf (F ).
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Proof. Again it suffices to show

∂σAew(F ) ⊆ σAeã(F ), ∂σAeã(F ) ⊆ σAea(F ) and ∂σAea(F ) ⊆ σAe uf (F ).

The first inclusion follows as in the proof of [56, Theorem 2.7.5], since ∂σAew(F ) ⊆ ∂σAek(F ) by
Theorem 7.2.10 and since ∂σAek(F ) ⊆ σAek(F ) ⊆ σAeã(F ).

To deduce the second inclusion, assume first that α ∈ ∂σAeã(F ) \ σAea(F ). Then we have
that (F − αI) ∈ MΦ−+(HA) and (F − αI) /∈ M̃Φ−+(HA) since M̃Φ−+(HA) is open by Lemma
3.4.9. It follows by Definition 3.4.1 that F − αI is in MΦ+(HA) \MΦ(HA). However, since
MΦ+(HA) \ MΦ(HA) is open by Theorem 3.3.1 and M̃Φ−+(HA) ⊆ MΦ(HA) by definition,
we must have (F − αI) /∈ ∂M̃Φ−+(HA). This contradicts the choice of α ∈ ∂σAeã(F ). Hence
∂σAeã(F ) ⊆ σAea(F ).

For the last inclusion, assume that α̃ ∈ ∂σAea(F ) and that α̃ /∈ σAe uf (F ). Then it follows that
(F−α̃I) ∈MΦ+(HA) and (F−α̃I) /∈MΦ−+(HA). This means by the definitions ofMΦ−+(HA),
MΦ+(HA) and by Proposition 3.4.12 that (F − α̃I) ∈MΦ(HA) and that

(F − α̃I) /∈ M̃Φ
−
+(HA) =MΦ−

′

+ (HA) ∩MΦ(HA).

Thus, (F − α̃I) ∈MΦ(HA) \ M̃Φ
−
+(HA) =MΦ(HA)∩ (MΦ+(HA) \MΦ−

′

+ (HA)). By Lemma
2.0.42 and Lemma 3.4.16 the set MΦ(HA) ∩ (MΦ+(HA) \ MΦ−

′

+ (HA)) is open in the norm
topology. Hence, there exists an ε > 0 such that (F − α̃′I) ∈ MΦ(HA) \ M̃Φ

−
+(HA) for all

α̃′ ∈ A satisfying that ‖ α̃ − α̃′ ‖< ε. It follows that α̃ /∈ ∂σAea(F ), which is a contradiction.
Thus, we must have that α̃ ∈ σAe uf (F ), so ∂σAea(F ) ⊆ σAe uf (F ).

As mentioned in [20], in a similar way as in Theorem 7.2.11, one can show that

∂σAew(F ) ⊆ ∂σA
eb̃

(F ) ⊆ ∂σAeb(F ) ⊆ ∂σAe lf (F ),

where
σA
eb̃

(F ) = {α ∈ A | (F − αI) /∈MΦ̃+
−(HA)}

and
σAeb(F ) = {α ∈ A | (F − αI) /∈MΦ+

−(HA)}.

By applying the arguments from the proof of Theorem 7.2.11 we obtain the following.

Corollary 7.2.12. The setsMΦ(HA)\M̃Φ
−
+(HA) andMΦ(HA)\M̃Φ

+

−(HA) are open in the
norm topology.

Next we introduce the following spectra for F ∈ Ba(HA) :

σAea′(F ) = {α ∈ A | (F − αI) /∈MΦ−
′

+ (HA)},

σAeb′(F ) = {α ∈ A | (F − αI) /∈MΦ+′

− (HA)}.

By Remark 3.4.13 we have that

MΦ−
′

+ (HA) ⊆MΦ−+(HA) andMΦ+′

− (HA) ⊆MΦ+
−(HA).

Hence, we get σAea(F ) ⊆ σAea′(F ) ⊆ σAeã(F ) and σAeb(F ) ⊆ σAeb′(F ) ⊆ σA
eb̃

(F ).
We present the following proposition.
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Proposition 7.2.13. Let F ∈ Ba(HA). Then

∂σAeã(F ) ⊆ ∂σAea′(F ) ⊆ ∂σAea(F ),

∂σA
eb̃

(F ) ⊆ ∂σAeb′(F ) ⊆ ∂σAeb(F ).

Proof. It suffices to show

∂σAeã(F ) ⊆ σAea′(F ), ∂σAea′(F ) ⊆ σAea(F ),

∂σA
eb̃

(F ) ⊆ σAeb′(F ), ∂σAeb′(F ) ⊆ σAeb(F ).

Suppose that α ∈ ∂σAeã(F ) \ σAea′(F ). Then

F − αI ∈MΦ−
′

+ (HA) \ M̃Φ
−
+(HA)

=MΦ−
′

+ (HA) \ (MΦ−
′

+ (HA) ∩MΦ(HA))

=MΦ−
′

+ (HA) \MΦ(HA)

=MΦ−
′

+ (HA) ∩ (MΦ+(HA) \MΦ(HA)),

where in the first equality we apply Proposition 3.4.12 and in the last equality we apply the
fact thatMΦ−

′

+ (HA) ⊆ MΦ+(HA) by definition. Now, by Theorem 3.3.1 and Lemma 3.4.14,
we obtain that MΦ−

′

+ (HA) \ M̃Φ
−
+(HA) is open in the norm topology. As F − αI is in

MΦ−
′

+ (HA)\M̃Φ
−
+(HA), it follows that α /∈ ∂σAeã(F ), which is a contradiction. Thus we must

have that ∂σAeã(F ) ⊆ σAea′(F ).
Next suppose that α ∈ ∂σAea′(F ) \ σAea(F ). Since MΦ−

′

+ (HA) is open by Lemma 3.4.14, we
must have that σAea′(F ) is closed, hence F − αI ∈MΦ−+(HA) \MΦ−

′

+ (HA).

Now, asMΦ−
′

+ (HA) ⊆MΦ−+(HA) ⊆MΦ+(HA), we get that

MΦ−+(HA) \MΦ−
′

+ (HA) =MΦ−+(HA) ∩ (MΦ+(HA) \MΦ−
′

+ (HA)),

so by Corollary 3.4.10 and Lemma 3.4.16 we deduce that MΦ−+(HA) \MΦ−
′

+ (HA) is open in
the norm topology. It follows that α /∈ ∂σAea′(F ), which is a contradiction. We conclude then
that ∂σAea′(F ) ⊆ σAea(F ).
Similarly we can prove that ∂σA

eb̃
(F ) ⊆ σAeb′(F ) and ∂σAeb′(F ) ⊆ σAeb(F ).

Corollary 7.2.14. The sets

MΦ−
′

+ (HA) \ M̃Φ
−
+(HA), MΦ−+(HA) \MΦ−

′

+ (HA), MΦ+′

− (HA) \ M̃Φ
+′

− (HA)

andMΦ+
−(HA) \MΦ+′

− (HA) are open.

Proposition 7.2.15. LetM be a Hilbert C∗-module over a unital C∗-algebra A and F ∈ B(M).
If K0(A) satisfies the cancellation property, then

∂σAea(F ) ⊆ ∂σAe uf (F ) and ∂σAeb(F ) ⊆ ∂σAe lf (F ).

Proof. It suffices to show that ∂σAea(F ) ⊆ σAe uf (F ). To this end, assume that α̃ ∈ ∂σAea(F )

and that α̃ /∈ σAe uf (F ). Since Theorem 3.3.1 and Lemma 3.4.9 hold in the case of arbitrary
Hilbert C∗-modules, it follows that Corollary 3.4.10 also remains valid in the case of arbitrary
Hilbert C∗-modules, henceMΦ−+(M) is open. Therefore we must have (F − α̃I) ∈ MΦ+(M)
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and (F − α̃I) /∈ MΦ−+(M). This means by the definitions of MΦ−+(M) and MΦ+(M) that
(F − α̃I) ∈MΦ(M) and that given any decomposition

M = M1⊕̃N1
F−α̃I−→ M2⊕̃N2 = M

with respect to which (F−α̃I) has the matrix
[

(F − αI)1 0
0 (F − α̃I)4

]
, where (F−α̃I)1 is an

isomorphism and N1, N2 are finitely generated, then N1 is not isomorphic to a closed submodule
of N2 . By the proof of Lemma 2.0.42 there exists an ε > 0 such that if α̃′ ∈ A and ||α̃−α̃′|| < ε,

then (F−α̃′I) ∈MΦ(M) and (F−α̃′I) has the matrix
[

(F − α̃′I)1 0
0 (F − α̃′I)4

]
with respect

to the decomposition
M = M1⊕̃U(N1)

F−α̃′I−→ V −1(M2)⊕̃N2 = M,

where (F − α̃′I)1, U, V are isomorphisms. As N1 is not isomorphic to a closed submodule od N2

and U is an isomorphism from M onto M , it follows that U(N1) is not isomorphic to a closed
submodule of N2 . Now, if (F − α̃′I) ∈ MΦ−+(M), then we must have (F − α̃′I) ∈ M̃Φ−+(M),

as (F − α̃′I) ∈MΦ(M) and M̃Φ−+(M) =MΦ−+(M)∩MΦ(M) by definition. By Lemma 3.4.3,
as K0(A) satisfies the cancellation property, we must then have that U(N1) � N2, which is a
contradiction. So ∂σAea(F ) ⊆ σAe uf (F ).

Similarly we can prove that ∂σAeb(F ) ⊆ ∂σAe lf (F ).

Remark 7.2.16. The proof of Proposition 7.2.15 is similar to the proof of [20, Theorem 5].

Remark 7.2.17. Notice that, except Lemma 7.2.7, the results presented in this section hold also
in the setting of non-adjointable semi-A-Fredholm operators.

Example 7.2.18. Consider the Hilbert space L2((0, 1), µ). For every f ∈ C([0, 1]) or f ∈
L∞((0, 1), µ) we consider the multiplication operator Mf on L2((0, 1), µ), i.e. Mf (g) = gf
for all g ∈ L2((0, 1), µ). Then Mf is well defined, bounded linear operator on L2((0, 1), µ),
‖Mf ‖≤‖ f ‖∞, and M∗

f = Mf . If F ∈ B(L2(0, 1), µ), then the operators F −Mf , when f runs
through C([0, 1]) or L∞((0, 1), µ), give rise to another kind of generalized spectra of F in C([0, 1])
or in L∞((0, 1), µ), respectively. Many of the results presented in this chapter have their natural
analogue in this setting here. However, we should notice that, since L2((0, 1), µ) is an ordinary
Hilbert space, we consider now generalized spectra in C([0, 1]) or in L∞((0, 1), µ) induced by
the corresponding subclasses of the classical semi-Fredholm operators on L2((0, 1), µ).
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Chapter 8

Perturbations of generalized spectra of
operators over C∗-algebras

In this chapter we are going to study perturbations of generalized spectra of operators over
C∗-algebras. The first section of this chapter gives an overview of the basic results concerning
perturbations of generalized spectra, that are an analogue in this setting of the results in [56],
whereas in the second section of this chapter we study perturbations of generalized spectra of
upper triangular operator 2 × 2 matrices acting on HA ⊕ HA and provide a generalization in
this setting of the results from [7].

8.1 Basic results
First we recall the following definitions concerning perturbation classes and the radical of a
Banach algebra.

Definition 8.1.1. [56, Definition 1.8.1] Let S be a subset of a Banach space A. The perturba-
tion class of S, denoted by P (S), is the set

P (S) = {a ∈ A : a+ s ∈ S for every s ∈ S}.

We assume that S satisfies the additional condition λS ⊂ S for every scalar λ 6= 0.

Definition 8.1.2. [56, Definition 1.8.7] Let A be a Banach algebra with the unit 1. The
(Jacobson) radical of A, denoted by Rad (A), is defined as

Rad (A) = {x ∈ A : r(ax) = 0 for every a ∈ A}

= {x ∈ A : r(xa) = 0 for every a ∈ A}.

For a Banach space X, we denote the closed ideal of compact operators on X by C(X) and
we let π : B(X)→ B(X)/C(X) be the quotient map. We recall the following.

Definition 8.1.3. [56, Definition 1.8.18] The set of all operators T ∈ B(X) satisfying π(T ) ∈
Rad(C(X)), is the set of inessential operators, denoted by I(X), i.e. I(X) = π−1(Rad(C(X))).

Then we setMI(HA) = π−1(Rad(Ba(HA)/K∗(HA)), where π stands now for the quotient
map from Ba(HA) onto Ba(HA)/K∗(HA). Since

MΦ(HA) = π−1(G(Ba(HA)/K∗(HA)),

we easily obtain the following lemma as an analogue of [56, Lemma 1.8.19].
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Lemma 8.1.4. MI(HA) is a closed two sided ideal in Ba(HA) and

MI(HA) = {D ∈ Ba(HA) | I +DF ∈MΦ(HA) ∀F ∈ Ba(HA)}

= {D ∈ Ba(HA) | I +DF ∈MΦ(HA) ∀F ∈MΦ(HA)}

= {D ∈ Ba(HA) | I + FD ∈MΦ(HA) ∀F ∈ Ba(HA)}

= {D ∈ Ba(HA) | I + FD ∈MΦ(HA) ∀F ∈MΦ(HA)}.

Recall that we have

MΦ+(HA) = π−1(Gl(B
a(HA)/K∗(HA))) andMΦ−(HA) = π−1(Gr(B

a(HA)/K∗(HA))).

Hence, by the similar arguments as in the proof of [56, Lemma 1.8.20], we deduce that

MI(HA) = P (MΦ(HA)) = P (MΦ+(HA)) = P (MΦ−(HA)).

Therefore, we get K∗(HA) ⊆MI(HA), asMΦ(HA),MΦ+(HA) andMΦ−(HA) are invariant
under compact perturbations. Since MΦ+(HA) is an open subset of MΦ±(HA) and, by Re-
mark 3.3.4,MΦ±(HA) does not contain boundary points ofMΦ+(HA), from [56, Lemma 1.8.3]
we deduce that P (MΦ±(HA)) ⊆ P (MΦ+(HA)). Similarly, P (MΦ±(HA)) ⊆ P (MΦ−(HA)).
On the other hand, we obviously have that P (MΦ+(HA)) ∩ P (MΦ−(HA)) is included in
P (MΦ±(HA)). Thus, P (MΦ±(HA)) = P (MΦ+(HA)) ∩ P (MΦ−(HA)). Those arguments are
essentially the same as in the proof of [56, Corollary 1.8.21].

Next we have the following generalization of [56, Lemma 1.8.22].

Lemma 8.1.5. a) If F ∈MΦ+(HA) \MΦ(HA) and D ∈ P (MΦ(HA)), then

F +D ∈MΦ+(HA) \MΦ(HA).

b) If F ∈MΦ−(HA) \MΦ(HA) and D ∈ P (MΦ(HA)), then

F +D ∈MΦ−(HA) \MΦ(HA).

c) If F ∈MΦ(HA) and D ∈ P (MΦ(HA)), then D + F ∈MΦ(HA) and

index (D + F ) = index F.

d) If F ∈MΦ0(HA) and D ∈ P (MΦ(HA)), then F +D ∈MΦ0(HA).

Proof. The proof is essentially the same as the proof of [56, Lemma 1.8.22]. Indeed, from
[56, Lemma 1.8.2] it follows that λD ∈ P (MΦ(HA)) for all λ ∈ [0, 1]. We have already noticed
that

P (MΦ+(HA)) = P (MΦ−(HA)) = P (MΦ(HA))

Hence, by considering the map f : [0, 1] → MΦ±(HA) given by f(t) = F + tD and applying
Corollary 3.3.5 we deduce a), b), and c) in the lemma, whereas for the part d) we apply
Corollary 3.4.17 part 6).

Lemma 8.1.6. We have P (MΦ0(HA)) = P (MΦ(HA)).

Proof. The proof of this lemma is exactly the same as the proof of [56, Lemma 1.8.23].
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Since K∗(HA) ⊆ P (MΦ−
′

+ (HA)) ∩ P (MΦ+′

− (HA)) ∩ P (MΦ(HA)), (which follows from
Lemma 2.0.45 and Lemma 3.4.14), from Theorem 3.4.18, Corollary 3.4.22 and Theorem 3.4.25
we deduce the following lemma.

Lemma 8.1.7. Let F ∈ Ba(HA). Then
(1) F ∈MΦ−

′

+ (HA) if and only if there exist some D ∈Ma(HA) and
K ∈ P (MΦ−

′

+ (HA)) such that F = D +K,
(2) F ∈MΦ+′

− (HA) if and only if there exist some G ∈ Qa(HA) and
K ∈ P (MΦ+′

− (HA)) such that F = G+K,
(3)F ∈ MΦ0(HA) if and only if there exists some invertible T ∈ Ba(HA) and some
K ∈ P (MΦ(HA)) such that F = T +K.

Finally we are ready to prove the first result in this chapter regarding perturbations of
generalized spectra.

Proposition 8.1.8. Let F ∈ Ba(HA). Then

σAew(F ) =
⋂

D∈K∗(HA)

σA(F +D) =
⋂

D∈MI(HA)

σA(F +D).

Proof. The proof is similar to the proof of [56, Theorem 2.1.3]. Indeed, from Lemma 8.1.7 it
follows that F −αI ∈MΦ0(HA) if and only if there exists some K ∈ P (MΦ(HA)) =MI(HA)
such that F −αI+K is invertible or, equivalently, if and only if there exists some K ∈ K∗(HA)
such that F − αI +K is invertible, which follows from Theorem 3.4.25.

Next we have the following results as an analogue of the results in [56, Chapter 2.4] in the
setting of the generalized spectra in A.

Lemma 8.1.9. The operator D ∈ Ba(HA) satisfies the condition

σAek(F +D) = σAek(F )

for every F ∈ Ba(HA) if and only if

D ∈ P (MΦ+(HA)) ∩ P (MΦ−(HA)) = P (MΦ(HA)).

Proof. The proof is similar to the proof of [56, Theorem 2.4.1]. Indeed, since P (MΦ(HA)) is
a subspace by [56, Lemma 1.8.2], it follows that −D ∈ P (MΦ(HA)) when D ∈ P (MΦ(HA)).
Therefore, if α ∈ A and D ∈ P (MΦ(HA)), then F − αI ∈ MΦ±(HA) if and only if we have
that F + D − αI ∈ MΦ±(HA), so α /∈ σAek(F ) if and only if α /∈ σAek(F + D). On the other
hand, if σAek(F + D) = σAek(F ) for every F ∈ Ba(HA), then, if we choose an F ∈ MΦ±(HA),
we get that 0 /∈ σAek(F ) = σAek(F +D), so F +D ∈MΦ±(HA). Therefore, D ∈ P (MΦ±(HA)).
Since we have from above that P (MΦ±(HA)) = P (MΦ+(HA)∩P (MΦ−(HA)), we deduce the
desired result.

Similarly we can prove the following results.

Lemma 8.1.10. The operator D ∈ Ba(HA) satisfies the condition
σAe uf (F +D) = σAe uf (F ) for every F ∈ Ba(HA) if and only if D ∈ P (MΦ(HA)).

Lemma 8.1.11. The operator D ∈ Ba(HA) satisfies the condition
σAe lf (F +D) = σAe lf (F ) for every F ∈ Ba(HA) if and only if D ∈ P (MΦ(HA)).

Lemma 8.1.12. The operator D ∈ Ba(HA) satisfies the condition
σAef (F +D) = σAef (F ) for every F ∈ Ba(HA) if and only if D ∈ P (MΦ(HA)).
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Lemma 8.1.13. The operator D ∈ Ba(HA) satisfies the condition
σAew(F +D) = σAew(F ) for every F ∈ Ba(HA) if and only if D ∈ P (MΦ(HA)).

Corollary 8.1.14. Let F ∈ Ba(HA). Then
(1) ms+(F +D) = ms+(F ) for every D ∈ P (MΦ(HA)),
(2) ms−(F +D) = ms−(F ) for every D ∈ P (MΦ(HA)),
(3) ms(F +D) = ms(F ) for every D ∈ P (MΦ(HA)),
(4) msΦ(F +D) = msΦ(F ) for every D ∈ P (MΦ(HA)).

Lemma 8.1.15. MΦ+(HA) (respectivelyMΦ−(HA)) does not contain the boundary points of
MΦ−′+ (HA) (respectivelyMΦ+′

− (HA)).

Proof. Using Lemma 3.4.16 we can proceed in the same way as in the proof of Corollary
3.3.3.

Corollary 8.1.16. It holds that

P (MΦ+(HA)) ⊆ P (MΦ−′+ (HA)) and P (MΦ−(HA)) ⊆ P (MΦ−′− (HA)).

Proof. SinceMΦ+(HA) does not contain the boundary points ofMΦ−′+ (HA), from [56, Lemma
1.8.3] the first statement of corollary follows. The proof of the second statement is similar.

We recall the definition of σAea′(F ) and σAeb′(F ) from Section 7.2. Moreover, for F ∈ Ba(HA)
we set

σAd (F ) := {α ∈ A | F − αI is not surjective }.

The next lemma follows from Theorem 3.4.18, Corollary 3.4.22 and Lemma 8.1.7.

Lemma 8.1.17. Let F ∈ Ba(HA). Then

σAea′(F ) =
⋂

D∈K∗(HA)

σAa (F +D) =
⋂

D∈P (MΦ−′+ (HA))

σAa (F +D),

σAeb′(F ) =
⋂

D∈K∗(HA)

σAd (F +D) =
⋂

D∈P (MΦ+′
− (HA))

σAd (F +D).

Lemma 8.1.18. Let F ∈ Ba(HA). Then
1) We have σAea′(F +D) = σAea′(D) for every D ∈ Ba(HA) if and only if F ∈ P (MΦ−′+ (HA)).
2) We have σAeb′(F +D) = σAeb′(D) for every D ∈ Ba(HA) if and only F ∈ P (MΦ+′

− (HA)).

Proof. The proof is similar to the proof of Lemma 8.1.9.

Remark 8.1.19. Observe that all the results from this section are valid also in the setting of
non-adjointable operators. However, in Lemma 8.1.7 we should replace Ma(HA) by the class of
bounded below operators with complementable image, whereas Qa(HA) should be replaced by
the class of surjective operators with complementable kernel. ( Moreover, obviously we should
replace K∗(HA) by K(HA) ).
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8.2 Perturbations of generalized spectra of operator 2× 2

matrices over C∗-algebras
The aim of this section is to provide a generalization of the results in [7] in the setting of semi-
A-Fredholm operators and generalized spectra in A. Moreover, by applying our results from
this section in the special case of operators on Hilbert spaces, we show that [7, Theorem 4.4]
and [7, Theorem 4.6] can be simplified when Hilbert spaces (and not arbitrary Banach spaces)
are considered.

In this section, for F,C,D ∈ Ba(HA), we will consider the operator

MA
C(F,D) : HA ⊕HA → HA ⊕HA

given as 2 × 2 operator matrix
[
F C
0 D

]
. To simplify notation, throughout this section, we

will only write MA
C instead of MA

C(F,D) when F,D ∈ Ba(HA) are given.
Let

σAe (MA
C) = {α ∈ A | MA

C − αI is not A-Fredholm }.

(We notice that this notation is different from the notation in the previous section and previous
chapter. However, since the results in this section generalize the results from [7], we introduce
another notation in this section which is more similar to the notation in [7]).

We have the following proposition.

Proposition 8.2.1. [22, Proposition 3.1] For given F,C,D ∈ Ba(HA), one has

σAe (MA
C) ⊆ (σAe (F ) ∪ σAe (D)).

Proof. Observe first that

MA
C − αI =

[
1 0
0 D − α1

] [
1 C
0 1

] [
F − α1 0

0 1

]
.

Now,
[

1 C
0 1

]
is clearly invertible in Ba(HA ⊕ HA) with inverse

[
1 −C
0 1

]
, so it follows

that
[

1 C
0 1

]
is A-Fredholm. If in addition both

[
F − α1 0

0 1

]
and

[
1 0
0 D − α1

]
are A-

Fredholm, then MA
C − αI is A-Fredholm being a composition of A-Fredholm operators. This

holds because HA ⊕ HA ∼= HA by the Kasparov stabilization Theorem 2.0.13, so that we can

apply Lemma 2.0.43. However, if F − α1 is A-Fredholm, then, clearly,
[
F − α1 0

0 1

]
is A-

Fredholm, and similarly, if D − α1 is A-Fredholm, then
[

1 0
0 D − α1

]
is A-Fredholm. Thus,

if both F − α1 and D − α1 are A-Fredholm, then MA
C − αI is A-Fredholm. The proposition

follows.

Theorem 8.2.2. [22, Theorem 3.2] Let F,D ∈ Ba(HA). If MA
C ∈ MΦ(HA ⊕ HA) for some

C ∈ Ba(HA), then F ∈MΦ+(HA), D ∈MΦ−(HA) and for all decompositions

HA = M1⊕̃N1
F−→M2⊕̃N2 = HA,

HA = M ′
1⊕̃N ′1

D−→M ′
2⊕̃N ′2 = HA,
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with respect to which F,D have matrices
[
F1 0
0 F4

]
,

[
D1 0
0 D4

]
, respectively, where F1, D1

are isomorphisms, and N1, N
′
2 are finitely generated, there exist closed finitely generated sub-

modules P and P ′ of HA such that N2 ⊕ P ∼= N ′1 ⊕ P ′.

Proof. Again write MA
C as MA

C = D′C ′F ′ where

F ′ =

[
F 0
0 1

]
, C ′ =

[
1 C
0 1

]
, D′ =

[
1 0
0 D

]
.

Since MA
C is A-Fredholm, if

HA⊕HA = M⊕̃N
MAC−→M ′⊕̃N ′ = HA⊕HA

is a decomposition with respect to which MA
C has the matrix

[
(MA

C)1 0
0 (MA

C)4

]
, where (MA

C)1

is an isomorphism and N,N ′ are finitely generated, then, by Lemma 3.5.6 and also using that
C ′ is invertible, one may easily deduce that there exists a chain of decompositions

HA⊕HA = M⊕̃N F ′−→ R1⊕̃R2
C′−→ C ′(R1)⊕̃C ′(R2)

D′−→M ′⊕̃N ′ = HA⊕HA

with respect to which F ′, C ′, D′ have matrices[
F ′1 0
0 F ′4

]
,

[
C ′1 0
0 C ′4

]
,

[
D′1 D′2
0 D′4

]
,

respectively, where F ′1, C ′1, C ′4, D′1 are isomorphisms. So D′ has the matrix
[
D′1 0
0 D′4

]
with

respect to the decomposition

HA⊕HA = WC ′(R1)⊕̃WC ′(R2)
D′−→M ′⊕̃N ′ = HA⊕HA,

where W is an isomorphism. It follows from this that

F ′ ∈MΦ+(HA⊕HA), D′ ∈MΦ−(HA⊕HA),

as N and N ′ are finitely generated Hilbert submodules of HA⊕HA . Moreover, R2
∼= WC ′(R2),

because WC ′ is an isomorphism. Since there exists an adjointable isomorphism between HA
and HA ⊕ HA, by applying Theorem 3.1.2 and Theorem 3.1.4 it is easy to deduce that F ′ is
left invertible and D′ is right invertible in the Calkin algebra Ba(HA ⊕ HA)/ K∗(HA ⊕ HA).
It follows from this that F is left invertible and D is right invertible in the Calkin algebra
Ba(HA)/K∗(HA), hence F ∈ MΦ+(HA) and D ∈ MΦ−(HA) again by Theorem 3.1.2 and
Theorem 3.1.4, respectively. Choose arbitraryMΦ+ andMΦ−-decompositions for F and D,
respectively, i.e.

HA = M1⊕̃N1
F−→M2⊕̃N2 = HA,

HA = M ′
1⊕̃N ′1

D−→M ′
2⊕̃N ′2 = HA.

Then
HA ⊕HA = (M1 ⊕HA)⊕̃(N1 ⊕ {0})

↓ F ′

HA ⊕HA = (M2 ⊕HA)⊕̃(N2 ⊕ {0})
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and
HA ⊕HA = (HA ⊕M ′

1)⊕̃({0} ⊕N ′1)

↓ D′

HA ⊕HA = (HA ⊕M ′
2)⊕̃({0} ⊕N ′2)

are anMΦ+ and anMΦ−-decomposition for F ′ and D′, respectively. Hence the decomposition

HA ⊕HA = M⊕̃N F ′−→ R1⊕̃R2 = HA ⊕HA

and theMΦ+-decomposition given above for F ′ are twoMΦ+-decompositions for F ′. Again,
since there exists an adjointable isomorphism between HA⊕HA and HA, we may apply Lemma
3.1.23 on the operator F ′ to deduce that

((N2 ⊕ {0})⊕P ) ∼= (R2⊕P̃ )

for some finitely generated Hilbert submodules P, P̃ of HA ⊕HA. Similarly, since

HA ⊕HA = WC ′(R1)⊕̃WC ′(R2)
D′−→M ′⊕̃N ′ = HA ⊕HA

and
HA ⊕HA = (HA ⊕M ′

1)⊕̃({0} ⊕N ′1)

↓ D′

HA ⊕HA = (HA ⊕M ′
2)⊕̃({0} ⊕N ′2)

are twoMΦ−-decompositions for D′, we may by the same arguments apply Lemma 3.5.22 on
the operator D′ to deduce that

(({0} ⊕N ′1)⊕P ′) ∼= (WC ′(R2)⊕P̃ ′)

for some finitely generated Hilbert submodules P ′, P̃ ′ ofHA⊕HA. SinceWC ′ is an isomorphism,
we get

(({0} ⊕N ′1)⊕P ′ ⊕ P̃ ) ∼= (WC ′(R2)⊕ P̃ ′ ⊕ P̃ ) ∼= (R2 ⊕ P̃ ⊕ P̃ ′).
Hence

((N2 ⊕ {0})⊕P ⊕ P̃ ′) ∼= (R2 ⊕ P̃ ⊕ P̃ ′) ∼= (({0} ⊕N ′1)⊕P ′ ⊕ P̃ ).

This gives (N2 ⊕ P ⊕̃P̃ ′) ∼= (N ′1 ⊕ P ′ ⊕ P̃ ). (Here ⊕ always denotes the direct sum of modules
in the sense of Example 2.0.7.)

Remark 8.2.3. [22, Remark 3.3] We have that [7, Theorem 3.2 ], part (i) implies (ii) follows
actually as a corollary from Theorem 8.2.2 in the case when X = Y = H, where H is a Hilbert
space. Indeed, by Theorem 8.2.2, if MC ∈ Φ(H ⊕ H), then F ∈ Φ+(H) and D ∈ Φ−(H).
Hence ImF and ImD are closed, dim kerF, dim ImD⊥ < ∞. Moreover, with respect to the
decompositions

H = kerF⊥ ⊕ kerF
F−→ ImF ⊕ ImF⊥ = H,

H = kerD⊥ ⊕ kerD
D−→ ImD ⊕ ImD⊥ = H,

the operators F,D have matrices
[
F1 0
0 0

]
,

[
D1 0
0 0

]
, respectively, where F1, D1 are isomor-

phisms.
From Theorem 8.2.2 it follows that there exist finite dimensional subspaces P and P ′ such that
P ⊕ ImF⊥ ∼= kerD ⊕ P ′. However, this just means that ImF⊥ and kerD are isomorphic up
to a finite dimensional subspace in the sense of [7, Definition 2.2 ] because in this case either
both ImF⊥ and kerD are infinite-dimensional or they are both finite dimensional.
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Proposition 8.2.4. [22, Proposition 3.4] Suppose that there exists some C ∈ Ba(HA) such
that the inclusion σAe (MA

C) ⊂ σAe (F ) ∪ σAe (D) is proper. Then for any

α ∈ [σAe (F ) ∪ σAe (D)] \ σAe (MA
C)

we have that
α ∈ σAe (F ) ∩ σAe (D).

Proof. Assume that
α ∈ [σAe (F ) \ σAe (D)] \ σAe (MA

C).

Then (F − α1) /∈ MΦ(HA) and (D − α1) ∈ MΦ(HA). Moreover, since α /∈ σAe (MA
C), then

(MA
C − αI) is A-Fredholm. From Theorem 8.2.2 it follows that (F − α1) ∈ MΦ+(HA). Since

(F − α1) ∈MΦ+(HA) and (D − α1) ∈MΦ(HA), we can find decompositions

HA = M1⊕̃N1
F−α1−→ M2⊕̃N2 = HA,

HA = M ′
1⊕̃N ′1

D−α1−→ M ′
2⊕̃N ′2 = HA,

with respect to which F − α1, D − α1 have matrices[
(F − α1)1 0

0 (F − α1)4

]
,

[
(D − α1)1 0

0 (D − α1)4

]
,

respectively, where (F−α1)1, (D−α1)1 are isomorphisms, N1, N
′
1 and N ′2 are finitely generated.

By Theorem 8.2.2 there exist then closed finitely generated submodules P and P ′ such that
N2 ⊕ P ∼= N ′1 ⊕ P ′. Since N ′1 ⊕ P ′ is finitely generated, it follows that N2 is finitely generated
as well. Hence F − α1 is inMΦ(HA). This is a contradiction. Thus, we must have that

[σAe (F ) \ σAe (D)] \ σAe (MA
C) = ∅.

Analogously, we can prove that

[σAe (D) \ σAe (F )] \ σAe (MA
C) = ∅.

The proposition follows.

Theorem 8.2.5. [22, Theorem 3.6] Let F ∈ MΦ+(HA), D ∈ MΦ−(HA) and suppose that
there exist decompositions

HA = M1⊕̃N1
F−→ N⊥2 ⊕N2 = HA,

HA = N ′1
⊥ ⊕N ′1

D−→M ′
2⊕̃N ′2 = HA,

with respect to which F,D have matrices[
F1 0
0 F4

]
,

[
D1 0
0 D4

]
,

respectively, where F1, D1 are isomorphims and N1, N
′
2 are finitely generated.

Assume also that one of the following statements hold.
a) There exists some J ∈ Ba(N2, N

′
1) such that J is an isomorphism of N2 onto ImJ and ImJ⊥

is finitely generated.
b) There exists some J ′ ∈ Ba(N ′1, N2) such that J ′ is an isomorphism of N ′1 onto ImJ ′ and
(ImJ ′)⊥ is finitely generated.

Then MA
C ∈MΦ(HA ⊕HA) for some C ∈ Ba(HA).
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Proof. We remark that ImJ⊥ in part a) denotes the orthogonal complement of ImJ in N ′1 and
ImJ ′⊥ denotes the orthogonal complement of ImJ ′ in N2.
By Theorem 2.0.20, if ImJ is closed, then ImJ is indeed orthogonally complementable, so,
since by the assumption a) we have ImJ ∼= N2, it follows that N ′1 = ImJ ⊕ ImJ⊥. Similarly,
by the assumption b) we get N2 = ImJ ′ ⊕ ImJ ′⊥.

Suppose that b) holds and consider the operator J̃ ′ := J ′PN ′1 where PN ′1 denotes the orthog-
onal projection onto N ′1. Then J̃ ′ can be considered as a bounded adjointable operator on HA
(as N2 is orthogonally complementable in HA, so the inclusion of N2 into HA is adjointable).
To simplify notation, we let M2 = N⊥2 ,M

′
1 = N ′1

⊥ and MA
J̃ ′

= MJ̃ ′ . We claim then that with
respect to the decomposition

HA ⊕HA = (M1 ⊕HA)⊕̃(N1 ⊕ {0})

↓MJ̃ ′

HA ⊕HA = ((M2⊕ImJ ′)⊕M ′
2)⊕̃(ImJ ′

⊥ ⊕N ′2),

MJ̃ ′ has the matrix [
(MJ̃ ′)1 (MJ̃ ′)2

(MJ̃ ′)3 (MJ̃ ′)4

]
,

where (MJ̃ ′)1 is an isomorphism. To see this, observe first that

(MJ̃ ′)1 = u(M2⊕ImJ ′)⊕M ′2MJ̃ ′ |M1⊕HA
=

[
F|M1

J̃ ′

0 DuM ′1

]
,

where u(M2⊕ImJ ′)⊕M ′2 denotes the projection onto (M2⊕ImJ ′) ⊕M ′
2 along ImJ ′⊥ ⊕ N ′2, uM ′1

denotes the projection onto M ′
1 along N ′1. Here we use that F (M1) = M2 and uM ′2D = DuM ′1

where uM ′2 stands for the projection ontoM ′
2 alongN ′2. Clearly, (MJ̃ ′)1 is onto (M2⊕ImJ ′)⊕M ′

2.
Indeed, given (m2 + n2,m

′
2) ∈ (M2⊕ImJ ′)⊕̃M ′

2 (where m2 ∈ M2, n2 ∈ ImJ ′ ⊆ N2 and
m′2 ∈ M ′

2), there exist some m1 ∈ M1, n
′
1 ∈ N ′1 and m′1 ∈ M ′

1 such that Fm1 = m2, J
′n′1 = n2

and Dm′1 = m′2, as F|M1
and D|M′1

are isomorphisms onto M2 and M ′
2, respectively. Since

D uM ′1 (m′1 + n′1) = Dm′1 = m′2 and J̃ ′(m′1 + n′1) = J ′PN ′1(m
′
1 + n′1) = J ′n′1 = n2 (recall that

M ′
1 = N

′⊥
1 , so PN ′1m

′
1 = 0), we get that[

F|M1
J̃ ′

0 DuM ′1

] [
m1

m′1 + n′1

]
=

[
m2 + n2

m′2

]
.

Now, if (MJ̃ ′)1

[
x
y

]
=

[
0
0

]
for some x ∈ M1, y ∈ HA, then D uM ′1 y = 0, so y ∈ N ′1 as

D|M′1
is bounded below. Also, Fx + J̃ ′y = 0. However, since y ∈ N ′1, then J̃ ′y = J ′y, so we

get Fx + J ′y = 0. Since Fx ∈ M2, J
′y = N2 and M2 ∩ N2 = {0}, we have Fx = J ′y = 0.

As F|M1
and J ′ are bounded below, we get x = y = 0. So (MJ̃ ′)1 is injective as well, thus an

isomorphism.
Recall next that N1 ⊕ {0} and ImJ ′⊥ ⊕ N ′2 are finitely generated. By using the procedure of
diagonalization of the matrix of MJ̃ ′ as done in the proof of Lemma 2.0.42, we obtain that
MJ̃ ′ ∈MΦ(HA ⊕HA).

Assume now that a) holds. Then, by the Banach open mapping theorem and Remark 2.0.21,
there exists some ι ∈ Ba(ImJ,N2) such that ιJ = idN2 . Let ι̂ = ιPImJ where PImJ denotes the
orthogonal projection onto ImJ (notice that ImJ is orthogonally complementable in HA since
it is orthogonally complementable in N ′1 and HA = N ′1 ⊕ N ′1

⊥). Thus, we have ι̂ ∈ Ba(HA)
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and Imι̂ = Im(ι̂|ImJ ) = N2. Consider Mι̂ =

[
F ι̂
0 D

]
. We claim that with respect to the

decomposition
HA ⊕HA = (M1 ⊕ (M ′

1⊕ImJ))⊕̃(N1 ⊕ ImJ⊥))

↓Mι̂

HA ⊕HA = (HA ⊕M ′
2)⊕̃({0} ⊕N ′2),

Mι̂ has the matrix
[

(Mι̂)1 (Mι̂)2

(Mι̂)3 (Mι̂)4

]
, where (Mι̂)1 is an isomorphism. To see this, observe

again that

(Mι̂)1 = u(HA⊕M ′2)Mι̂|M1⊕(M′1⊕ImJ)
=

[
F|M1

ι̂|(M′1⊕ImJ)
0 DuM ′1

]
, so (Mι̂)1 is obviously onto HA ⊕M ′

2.

Indeed, given (x,m′2) ∈ HA⊕M ′
2, there exist somem2 ∈M2 and n2 ∈ N2 such that x = m2+n2.

Since ιJ = idN2 , there exists an n′1 ∈ ImJ ⊆ N ′1 such that ι̂n′1 = n2. Moreover, we can find
some m1 ∈M1 and m′1 ∈M ′

1 such that Fm1 = m2 and Dm′1 = m′2. Hence[
F|M1

ι̂|(M′1⊕ImJ)
0 DuM ′1

][
m1

m′1 + n′1

]
=

[
m2 + n2

m′2

]
,

since ι̂m′1 = ιPImJm
′
1 = 0.

Next, if (Mι̂)1

[
x
y

]
=

[
0
0

]
for some x ∈M1 and y ∈M ′

1⊕ImJ, we get that D uM ′1 y = 0, so

y ∈ ImJ. Hence ι̂y = ιy, so Fx + ι̂y = Fx + ιy = 0. Since Fx ∈ M2, ιy ∈ N2,M2 ∩N2 = {0},
we get Fx = ιy = 0. As F|M1

and ι are bounded below, we deduce that x = y = 0. So (Mι̂)1 is
also injective, hence an isomorphism.
Finally, we recall that N1⊕ImJ⊥ and {0}⊕N ′2 are finitely generated, so, by the same arguments
as before, we deduce that Mι̂ ∈MΦ(HA ⊕HA).

Remark 8.2.6. [22, Remark 3.8] We know from the proofs of Theorem 3.1.2 and Theorem 3.1.4,
part 1) implies 2), that, since F ∈MΦ+(HA), D ∈MΦ−(HA), we can find the decompositions

HA = M1⊕̃N1
F−→ N⊥2 ⊕N2 = HA,

HA = N ′1
⊥ ⊕N ′1

D−→M ′
2⊕̃N ′2 = HA,

with respect to which F,D have matrices[
F1 0
0 F4

]
,

[
D1 0
0 D4

]
,

respectively, where F1, D1 are isomorphisms and N1, N
′
2 are finitely generated. However, in this

theorem we have also the additional assumptions a) and b).
Remark 8.2.7. [22, Remark 3.9] We have that [7, Theorem 3.2 ], part (ii) implies (i) follows
as a direct consequence of Theorem 8.2.5 in the case when X = Y = H, where H is a Hilbert
space. Indeed, if F ∈ Φ+(H), D ∈ Φ−(H) and in addition kerD and ImF⊥ are isomorphic up
to a finite dimensional subspace, then we may let

M1 = kerF⊥, N1 = kerF,N2 = ImF⊥, N ′1 = kerD,M ′
2 = ImD,N ′2 = ImD⊥.

If kerD and ImF⊥ are isomorphic up to a finite dimensional subspace, by [7, Definition 2.2 ]
this means that either the condition a) or the condition b) in Theorem 8.2.5 holds. By Theorem
8.2.5 it follows then that MC ∈ Φ(H ⊕H).
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For F,D ∈ Ba(HA), let W̃ (F,D) be the set of all α ∈ A such that there exist decompositions

HA = M1⊕̃N1
F−α1−→ M2⊕̃N2 = HA,

HA = M ′
1⊕̃N ′1

D−α1−→ M ′
2⊕̃N ′2 = HA,

with respect to which F − α1, D − α1 have matrices[
(F − α1)1 0

0 (F − α1)4

]
,

[
(D − α1)1 0

0 (D − α1)4

]
, respectively,

where (F−α1)1, (D−α1)1 are isomorphisms, N1, N
′
2 are finitely generated submodules and such

that there are no closed finitely generated submodules P and P ′ satisfying N2 ⊕ P ∼= N ′1 ⊕ P ′.
Put W (F,D) to be the set of all α ∈ A such that there are no decompositions

HA = M1⊕̃N1
F−α1−→ N⊥2 ⊕N2 = HA,

HA = N ′1
⊥ ⊕N ′1

D−α1−→ M ′
2⊕̃N ′2 = HA,

with respect to which F − α1, D − α1 have matrices[
(F − α1)1 0

0 (F − α1)4

]
,

[
(D − α1)1 0

0 (D − α1)4

]
, respectively,

where (F−α1)1, (D−α1)1 are isomorphisms, N1, N
′
2 are finitely generated and with the property

that a) or b) in the Theorem 8.2.5 hold.
Moreover, for F ∈ Ba(HA) we set

σAre(F ) = {α ∈ A | (F − αI) /∈MΦ−(HA)},

σAle(F ) = {α ∈ A | (F − αI) /∈MΦ+(HA)}.

Then we have the following corollary.

Corollary 8.2.8. [22, Corollary 3.10] For given F ∈ Ba(HA) and D ∈ Ba(HA), we have

σAle(F ) ∪ σAre(D) ∪ W̃ (F,D) ⊆
⋂

C∈Ba(HA)

σAe (MA
C) ⊆ W (F,D) ∪ σAle(F ) ∪ σAre(D).

Next, we shall give a description of the right generalized Fredholm spectra of MA
C in terms

of the right generalized Fredholm spectra of F and D. To this end, we present the following
theorem.

Theorem 8.2.9. [22, Theorem 3.11] Suppose that MA
C ∈ MΦ−(HA⊕HA) for some C ∈

Ba(HA). Then D ∈MΦ−(HA) and in addition the following statement holds:
Either F ∈MΦ−(HA) or there exists decompositions

HA ⊕HA = M1⊕̃N1
F ′−→M2⊕̃N2 = HA ⊕HA,

HA ⊕HA = M ′
1⊕̃N ′1

D′−→M ′
2⊕̃N ′2 = HA ⊕HA,

with respect to which F ′, D′ have the matrices
[
F ′1 0
0 F ′4

]
,

[
D′1 0
0 D′4

]
, respectively, where

F ′1, D
′
1 are isomorphisms, N ′2 is finitely generated, N ′1 is not finitely generated, and in addition

M2
∼= M ′

1, N2
∼= N ′1.
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Proof. If MA
C ∈MΦ−(HA⊕HA), then there exists a decomposition

HA ⊕HA = M1⊕̃N1

MAC−→M2⊕̃N2 = HA ⊕HA,

with respect to which MA
C has the matrix

[
(MA

C)1 0
0 (MA

C)4

]
, where (MA

C)1 is an isomorphism

and N2 is finitely generated. By the proof of Theorem 3.1.4 part 1) implies 2), we may as-
sume that M1 = N⊥1 . Hence F ′|M1

is adjointable. Moreover, as MA
C = D′C ′F ′, it follows that

F ′(M1) ⊆ (D′C ′)−1(M2). Since F ′|M1
can be viewed as an operator in Ba(M1, (D

′C ′)−1(M2))

becauseM1 is orthogonally complementable, by Theorem 2.0.20 we have that F ′(M1) is orthog-
onally complementable in (D′C ′)−1(M2). By the same arguments as in Lemma 3.5.6 we deduce
that there exists a chain of decompositions

M1 ⊕N1
F ′−→ R1⊕̃R2

C′−→ C ′(R1)⊕̃C ′(R2)
D′−→M2⊕̃N2

with respect to which F ′, C ′, D′ have matrices
[
F ′1 0
0 F ′4

]
,

[
C ′1 0
0 C ′4

]
,

[
D′1 D′2
0 D′4

]
, respec-

tively, where F ′1, C
′
1, C

′
4, D

′
1 are isomorphisms. Hence D′ has the matrix

[
D′1 0

0 D̃′4

]
with

respect to the decomposition

HA ⊕HA = WC ′(R1)⊕̃WC ′(R2)
D′−→M2⊕̃N2 = HA ⊕HA,

whereW is an isomorphism. It follows that D′ ∈MΦ−(HA⊕̃HA) since N2 is finitely generated.
Hence D ∈MΦ−(HA) (by the same arguments as in the proof of Theorem 8.2.2).

Next, assume that F /∈MΦ−(HA), then F ′ /∈MΦ−(HA⊕HA) since anyMΦ−-decomposition
for F induce in a natural way anMΦ−-decomposition for F ′. Therefore, R2 can not be finitely
generated. Now, R1

∼= WC ′(R1) and R2 = WC ′(R2).

Remark 8.2.10. [22, Remark 3.12] In the case of ordinary Hilbert spaces, [7, Theorem 4.4 ] part
(ii) implies (iii) follows as a corollary of Theorem 8.2.9. Indeed, suppose that D,F ∈ B(H)
(where H is a Hilbert space). If kerD ≺ ImF⊥, this means by [7, Remark 4.4 ] that kerD is
finite dimensional. Now, if (ii) in [7, Theorem 4.4 ] holds, that is MC ∈ Φ−(H ⊕H) for some
C ∈ B(H), then by Theorem 8.2.9 we have that D ∈ Φ−(H) and either F ∈ Φ−(H) or there
exist decompositions

H ⊕H = M1⊕̃N1
F ′−→M2⊕̃N2 = H ⊕H,

H ⊕H = M ′
1⊕̃N ′1

D′−→M ′
2⊕̃N ′2 = H ⊕H,

which satisfy the conditions described in Theorem 8.2.9. In particular, N2, N
′
1 are infinite-

dimensional, whereas N ′2 is finite dimensional. Suppose that F /∈ Φ−(H) and that the above
decompositions exist. Observe that kerD′ = {0} ⊕ kerD. Hence, if dim kerD < ∞, then
kerD′ is finite dimensional. Since D′|M′1

is an isomorphism, by Lemma 3.1.3 one can deduce

that kerD′ ⊆ N ′1 . Assume that dim kerD(= dim kerD′) < ∞ and let Ñ1
′
be the orthogonal

complement of kerD′ in N1
′, that is N ′1 = kerD′ ⊕ Ñ ′1. Now, since ImD′ is closed as D′

is in MΦ−(H ⊕ H), then D′|Ñ′1
is an isomorphism by the Banach open mapping theorem.

Since dimN ′1 = ∞ and dim kerD′ < ∞ , we must have dim Ñ ′1 = ∞ . Hence D′(Ñ ′1) is
infinite-dimensional subspace of N ′2. This is a contradiction since dimN ′2 is finite. Thus, if
F /∈ Φ−(H), we must have that kerD is infinite-dimensional. Hence, we deduce, as a corollary,
[7, Theorem 4.4] in the case when X = Y = H, where H is a Hilbert space. In this case, part
(iii)(b) in [7, Theorem 4.4] could be reduced to the following statement: Either F ∈ Φ−(H) or
dim kerD =∞.
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Theorem 8.2.11. [22, Theorem 3.13] Let F,D ∈ Ba(HA). Suppose that D ∈ MΦ−(HA) and
either F ∈MΦ−(HA) or that there exist decompositions

HA = M1⊕̃N1
F−→ N⊥2 ⊕N2 = HA,

HA = N ′1
⊥ ⊕N ′1

D−→M ′
2⊕̃N ′2 = HA,

with respect to which F,D have the matrices
[
F1 0
0 F4

]
,

[
D1 0
0 D4

]
, respectively, where

F1, D1 are isomorphisms and N ′2 is finitely generated. Assume in addition that in this case
there exists also some ι ∈ Ba(N2, N

′
1) such that ι is an isomorphism onto its image in N ′1 .

Then we have MA
C ∈MΦ−(HA ⊕HA) for some C ∈ Ba(HA).

Proof. If F ∈ MΦ−(HA), then F ′ ∈ MΦ−(HA ⊕ HA). Also, as D ∈ MΦ−(HA), we have
D′ ∈ MΦ−(HA ⊕ HA), hence MA

C = D′C ′F ′ belongs toMΦ−(HA ⊕ HA). All this follows by
the similar arguments as in the proof of Theorem 8.2.2.

Suppose now that F /∈MΦ−(HA) and that the second part of the assumptions in Theorem
8.2.11 holds. Then, since Imι is closed and ι ∈ Ba(N2, N

′
1), we have that Imι is orthogonally

complementable in N ′1 by Theorem 2.0.20, that is N ′1 = Im ι ⊕Ñ ′1 for some closed submodule
Ñ ′1. Hence HA = Imι ⊕ Ñ ′1 ⊕ N ′1

⊥, that is Imι is orthogonally complementable in HA. Also,
there exists some J ∈ Ba(Imι,N2) such that Jι = idN2 , ιJ = idImι. Let PImι be the orthogonal
projection onto Imι and set C = JPImι. Then C ∈ Ba(HA). Indeed, since N2 is orthogonally
complementable, the inclusion of N2 into HA is adjointable, hence C can be viewed as an
adjointable operator on HA. Moreover, with respect to the decomposition

HA ⊕HA = (M1 ⊕ (N ′1
⊥ ⊕ Imι))⊕̃(N1 ⊕ Ñ ′1)

↓MA
C

HA ⊕HA = (HA ⊕M ′
2)⊕̃({0} ⊕N ′2),

MA
C has the matrix

[
(MA

C)1 (MA
C)2

(MA
C)3 (MA

C)4

]
, where (MA

C)1 is an isomorphism. This follows by the

same arguments as in the proof of Theorem 8.2.5. Using that N ′2 is finitely generated and
proceeding further as in the proof of Theorem 8.2.5, we reach the desired conclusion.

Remark 8.2.12. [22, Remark 3.14] In the case of ordinary Hilbert spaces, [7, Theorem 4.4] part
(i) implies (ii) can be deduced as a corollary of Theorem 8.2.11. Indeed, if ImF is closed and
D ∈ Φ−(H), (which also gives that ImD is closed), then the pair of decompositions

H = kerF⊥ ⊕ kerF
F−→ ImF ⊕ ImF⊥ = H,

H = kerD⊥ ⊕ kerD
D−→ ImD ⊕ ImD⊥ = H,

for F and D, respectively, is one particular pair of the decompositions that satisfy the hypothe-
ses of Theorem 8.2.11 as long we assume that ImF⊥ � kerD.

For F,D ∈ Ba(HA) let R(F,D) be the set of all α ∈ A such that there exist no decomposi-
tions

HA = M1⊕̃N1
F−α1−→ N2

⊥ ⊕N2 = HA,

HA = N ′1
⊥ ⊕N ′1

D−α1−→ M ′
2⊕̃N ′2 = HA

that satisfy the hypotheses of the Theorem 8.2.11. Put R′(F,D) to be the set of all α ∈ A such
that there exist no decompositions

HA ⊕HA = M1⊕̃N1
F ′−αI−→ M2⊕̃N2 = HA ⊕HA,

HA ⊕HA = M ′
1⊕̃N ′1

D′−αI−→ M ′
2⊕̃N ′2 = HA ⊕HA

that satisfy the hypotheses of the Theorem 8.2.9. Then we have the following corollary.
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Corollary 8.2.13. [22, Corollary 3.15] Let F,D ∈ Ba(HA). Then

σAre(D) ∪ (σAre(F ) ∩R′(F,D)) ⊆
⋂

C∈Ba(HA)

σAre(M
A
C) ⊆ σAre(D) ∪ (σAre(F ) ∩R(F,D)).

Finally, we give a description of the left generalized Fredholm spectra of MA
C in terms of the

left generalized Fredholm spectra of F and D. To this end, we present the following theorem.

Theorem 8.2.14. [22, Theorem 3.16] Suppose that MA
C ∈ MΦ+(HA ⊕ HA) for some C ∈

Ba(HA). Then F ∈MΦ+(HA) and either D ∈MΦ+(HA) or there exist decompositions

HA ⊕HA = M1⊕̃N1
F ′−→M2⊕̃N2 = HA ⊕HA,

HA ⊕HA = M ′
1⊕̃N ′1

D′−→M ′
2⊕̃N ′2 = HA ⊕HA,

with respect to which F ′, D′ have matrices
[
F ′1 0
0 F ′4

]
,

[
D′1 0
0 D′4

]
, respectively, where F ′1, D′1

are isomorphisms, M2
∼= M ′

1 and N2
∼= N ′1, N1 is finitely generated and N2, N

′
1 are closed, but

not finitely generated.

Proof. Since MA
C ∈MΦ+(HA ⊕HA), there exists anMΦ+-decomposition for MA

C ,

HA ⊕HA = M1⊕̃N1

MAC−→M ′
2⊕̃N ′2 = HA ⊕HA,

so N1 is finitely generated. By the proof of Theorem 3.1.2 part 1) implies 2), we may assume
that M1 = N⊥1 . Hence F ′|M1

is adjointable. As in the proof of Lemma 3.5.6 and Theorem 8.2.2,
we may consider a chain of decompositions

HA ⊕HA = M1 ⊕N1
F ′−→ R1⊕̃R2

C′−→ C ′(R1)⊕̃C ′(R2)
D′−→M ′

2⊕̃M ′
2 = HA ⊕HA

with respect to which F ′, C ′, D′ have matrices
[
F ′1 0
0 F ′4

]
,

[
C ′1 0
0 C ′4

]
,

[
D′1 D′2
0 D′4

]
, respec-

tively, where F ′1, C ′1, C ′4, D′1 are isomorphisms. Then we can proceed in the same way as in the
proof of Theorem 8.2.9.

Remark 8.2.15. [22, Remark 3.17] In the case of Hilbert spaces, the implication (ii) implies (iii)
in [7, Theorem 4.6] follows as a corollary of Theorem 8.2.14. Indeed, for the implication (ii)
implies (iii)(b), we may proceed as follows: Since ImF ◦ ∼= ImF⊥ when one considers Hilbert
spaces and kerD′ ∼= kerD, then, by [7, Remark 4.3], the relation ImF ◦ ≺ kerD′ simply means
that dim ImF⊥ < ∞ whereas dim kerD = ∞. Now, if dim ImF⊥ < ∞, then F ∈ Φ(H),
since F ∈ Φ+(H) and dim ImF⊥ < ∞. Hence F ′ ∈ Φ(H ⊕ H), so, by Corollary 3.1.12, N2

must be finitely generated. Thus, N ′1 must be finitely generated being isomorphic to N2. If
in addition D /∈ Φ+(H), then D′ /∈ Φ+(H ⊕ H). By the same arguments as earlier, we have
that kerD′ ⊆ N ′1. Since we consider Hilbert spaces now, the fact that N ′1 is finitely generated
means actually that N ′1 is finite dimensional. Hence kerD′ must be finite dimensional, so
dim kerD = dim kerD′ < ∞. This is in a contradiction to ImF⊥ ≺ kerD. So, in the case of
Hilbert spaces, if MC ∈ Φ+(H ⊕H), then from Theorem 8.2.14 it follows that F ∈ Φ+(H) and
either D ∈ Φ+(H) or ImF⊥ is infinite-dimensional.
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Theorem 8.2.16. [22, Theorem 3.18] Let F ∈ MΦ+(HA) and suppose that either D ∈
MΦ+(HA) or that there exist decompositions

HA = M1⊕̃N1
F−→ N⊥2 ⊕N2 = HA,

HA = N ′1
⊥ ⊕N ′1

D−→M ′
2⊕̃N ′2 = HA,

with respect to which F,D have matrices
[
F1 0
0 F4

]
,

[
D1 0
0 D4

]
, respectively, where F1, D1

are isomorphisms, N1 is finitely generated and in addition there exists some ι ∈ Ba(N ′1, N2)
such that ι is an isomorphism onto its image. Then

MA
C ∈MΦ+(HA ⊕HA),

for some C ∈ Ba(HA).

Proof. Let C = ιPN ′1 where PN ′1 denotes the orthogonal projection onto N ′1, then apply similar
arguments as in the proof of Theorem 8.2.5 and Theorem 8.2.11. In this case, with respect to
the decomposition

HA ⊕HA = H(M1 ⊕HA)⊕̃(N1 ⊕ {0})

↓MA
C

HA ⊕HA = ((N⊥2 ⊕ Imι)⊕M ′
2)⊕̃(Imι⊥ ⊕N ′2),

the operator MA
C has the matrix

[
(MA

C)1 (MA
C)2

(MA
C)3 (MA

C)4

]
, where (MA

C)1 is an isomorphism.

Remark 8.2.17. [22, Remark 3.19] The implication (i) implies (ii) in [7, Theorem 4.6] in the
case of Hilbert spaces could also be deduced as a corollary of Theorem 8.2.16. Indeed, if ImD
is closed, then D|

kerD⊥
is an isomorphism from kerD⊥ onto ImD. Moreover, if F ∈ Φ+(H),

then F|
kerF⊥

is also an isomorphism from kerF⊥ onto ImF and dim kerF < ∞. If in addition
kerD � ImF⊥, then the pair of decompositions

H = kerF⊥ ⊕ kerF
F−→ ImF ⊕ ImF⊥ = H,

H = kerD⊥ ⊕ kerD
D−→ ImD ⊕ ImD⊥ = H,

is one particular pair of the decompositions that satisfy the hypotheses of Theorem 8.2.16.

For F,D ∈ Ba(HA) let L′(F,D) be the set of all α ∈ A such that there exist no decompo-
sitions

HA ⊕HA = M1⊕̃N1
F ′−αI−→ M2⊕̃N2 = HA ⊕HA,

HA ⊕HA = M ′
1⊕̃N ′1

D′−αI−→ M ′
2⊕̃N ′2 = HA ⊕HA,

for F ′ − αI,D′ − αI, respectively, which satisfy the hypotheses of Theorem 8.2.14.
Put L(F,D) to be the set of all α ∈ A such that there exist no decompositions

HA = M1⊕̃N1
F−α1−→ N⊥2 ⊕N2 = HA,

HA = N ′1
⊥ ⊕N ′1

D−α1−→ M ′
2⊕̃N ′2 = HA,

for F − α1, D − α1, respectively, which satisfy the hypotheses of Theorem 8.2.16.
Then we have the following corollary.
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Corollary 8.2.18. [22, Corollary 3.20] Let F,D ∈ Ba(HA). Then

σAle(F ) ∪ (σAle(D) ∩ L′(F,D)) ⊆
⋂

C∈Ba(HA)

σAle(M
A
C) ⊆ σAle(F ) ∪ (σAle(D) ∩ L(F,D)).

Remark 8.2.19. Notice first that Lemma 3.1.23 also holds for non-adjointable operators. Next,
by applying Proposition 3.5.4 instead of Theorem 3.1.2 and Theorem 3.1.4, we obtain an ana-
logue of the results in this section in the setting of non-adjointable operators.
However, in Theorem 8.2.5 part a), if J ∈ B(N2, N

′
1) and J is not adjointable, then we should

require in addition that ImJ is complementable and that the complement of ImJ is finitely
generated. Similar requirement should be added in part b) in Theorem 8.2.5 in the case when
the operator J ′ is not adjointable. In Theorem 8.2.11 and Theorem 8.2.16 in the case when ι
is not adjointable, we should require then in addition that the image of ι is complementable.
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Chapter 9

Compressions and generalized spectra of
operators over C∗-algebras

9.1 Relations between generalized spectra of operator and
its compressions

If α ∈ A and (x1, x2, . . . ) ∈ N ⊆ HA, where N is Hilbert submodule of HA, then we do not
have in general that (αx1, αx2, . . . ) ∈ N. However, if α ∈ Z(A) (recall that Z(A) denotes
center of A), then (αx1, αx2, . . . ) = (x1, x2, . . . ) ·α ∈ N. Since we are going to deal with closed
submodules of HA and the compressions of operators on HA with respect to these submodules,
we are now going to consider generalized spectra in Z(A) instead of A. The aim of this section
is to provide a generalizations in this settings of the results in [54] and [56, Section 2.10] by
Zemanek regarding the relationship between the spectra of an operator and the spectra of its
compressions.

Let M̃Φ0(HA) be the set of all F ∈ B(HA) satisfying that there exists a decomposition

HA = M1⊕̃N1
F−→M2⊕̃N2 = HA

with respect to which F has the matrix
[
F1 0
0 F4

]
, where F1 is an isomorphism, N1, N2 are

finitely generated and
N⊕̃N1 = N⊕̃N2 = HA

for some closed submodule N ⊆ HA.
Notice that this implies that F ∈MΦ(HA) and N1

∼= N2, hence M̃Φ0(HA) ⊆MΦ0(HA).
Let P(HA) = {P ∈ B(HA) | P is a projection and kerP is finitely generated} and for
F ∈ B(HA) we put

σAeW (F ) = {α ∈ Z(A) | (F − αI) /∈ M̃Φ0(HA)}.

Then we have the following theorem.

Theorem 9.1.1. [20, Theorem 1] Let F ∈ B(HA) . Then

σAeW (F ) = ∩{σA(PF|ImP ) | P ∈ P(HA)},

where
σA(PF|ImP ) = {α ∈ Z(A) | (PF − αI)|ImP is not invertible in B(ImP )}.
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Proof. Let α ∈ Z(A) \ (∩{σA(PF|ImP ) | P ∈ P(HA)}) . Then there exists some P ∈ P(HA)
such that (PF − αI)|ImP is invertible in B(ImP ) . Hence (PF − αI)|ImP is an isomorphism
from ImP onto ImP, so with respect to the decomposition

HA = ImP ⊕̃ kerP
F−αI−→ ImP ⊕̃ kerP = HA,

F − αI has the matrix
[

(F − αI)1 (F − αI)2

(F − αI)3 (F − αI)4

]
, where (F − αI)1 = (PF − αI)|ImP is an

isomorphism. Then, with respect to the decomposition

HA = ImP ⊕̃U(kerP )
F−αI−→ V −1(ImP )⊕̃ kerP = HA,

F−αI has the matrix

 ︷ ︸︸ ︷
(F − αI)1 0

0
︷ ︸︸ ︷
(F − αI)4

 , where U, V are isomorphisms and
︷ ︸︸ ︷
(F − αI)1

is an isomorphism. This follows from the proof of Lemma 2.0.42 given in [38].
Set M1 = ImP, N1 = U(kerP ), M2 = V −1(ImP ), N2 = kerP and N = ImP. It follows that
(F − αI) ∈ M̃Φ0(HA), so α /∈ σAeW (F ).

Conversely, suppose that α ∈ Z(A)\σAeW (F ) . Then, by definition of σAeW (F ) and M̃Φ0(HA),

there exists an M̂Φ-decomposition

HA = M1⊕̃N1
F−αI−→ M2⊕̃N2 = HA

for F − αI, where N⊕̃N1 = N⊕̃N2 = HA for some closed submodule N. In particular, N1 and
N2 are finitely generated.
Let uM1 ,uM2 denote the projections onto M1 along N1 and onto M2 along N2, respectively.

Since F − αI has the matrix
[

(F − αI)1 0
0 (F − αI)4

]
with respect to the decomposition

HA = M1⊕̃N1
F−αI−→ M2⊕̃N2 = HA,

it follows that
uM2(F − αI)|N = (F − αI) uM1|N

.

As HA = N⊕̃N1 = M1⊕̃N1, we have that uM1|N
is an isomorphism from N onto M1 . Using

this together with the fact that (F −αI)|M1
is an isomorphism from M1 onto M2, one gets that

uM2(F −αI)|N = (F −αI)uM1|N
is an isomorphism from N onto M2 . Therefore, with respect

to the decomposition

HA = N⊕̃N1
F−αI−→ M2⊕̃N2 = HA,

F − αI has the matrix
[

(F − αI)1 0
(F − αI)3 (F − αI)4

]
, where (F − αI)1 is an isomorphism, since

(F − αI)1 = uM2(F − αI)|N . Hence F − αI has the matrix

 ︷ ︸︸ ︷
(F − αI)1 0

0
︷ ︸︸ ︷
(F − αI)4

 with

respect to the decomposition

HA = N⊕̃N1
F−αI−→ V −1(M2)⊕̃N2 = HA,

where V and
︷ ︸︸ ︷
(F − αI)1 are isomorphisms. It follows that (F − αI)|N is an isomorphism from

N onto V −1(M2). Next, since

HA = N⊕̃N2 = V −1(M2)⊕̃N2,
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we obtain that P|V−1(M2)
is an isomorphism from V −1(M2) onto N, where P denotes the pro-

jection onto N along N2 . Hence P (F − αI)|N is an isomorphism from N onto N, so we have
that

α /∈ ∩{σA(PF|ImP ) | P ∈ P(HA)}.

Lemma 9.1.2. [20, Lemma 2] M̃Φ0(HA) is open in B(HA).

Proof. If F ∈ M̃Φ0(HA) , then there exists a decomposition HA = M1⊕̃N1
F−→M2⊕̃N2 = HA

with respect to which F has the matrix
[
F1 0
0 F4

]
, where F1 is an isomorphism, N1, N2 are

finitely generated and HA = N⊕̃N1 = N⊕̃N2 for some closed submodule N. We may without
loss of generality assume that M1 = N . Indeed, as we have seen in the proof of the Theorem
9.1.1, we have that PF|N is invertible in B(N), where P is the projection onto N along N2 .
Then, with respect to the decomposition

HA = N⊕̃N1
F−→ N⊕̃N2 = HA,

F has the matrix
[
F̃1 0

F̃2 F4

]
, where F̃1 is an isomorphism, so F has the matrix

[
˜̃F1 0

0 F̃4

]
with respect to the decomposition

HA = N⊕̃N1
F−→ Ṽ −1(N)⊕̃N2 = HA,

where ˜̃F1, Ṽ are isomorphisms. Therefore, we may without loss of generality assume that
N = M1.
Now, by the proof of Lemma 2.0.42, there exists some ε > 0 such that if D ∈ B(HA) and

||D − F || < ε, then D has the matrix
[
D1 0
0 D4

]
with respect to the decomposition

HA = N⊕̃U(N1)
D−→ V −1Ṽ −1(N)⊕̃N2 = HA,

where U, V and D1 are isomorphisms. Since HA = N⊕̃U(N1) = N⊕̃N2, it follows that
D ∈ M̃Φ0(HA).

Definition 9.1.3. We put M̂Φ
−
+(HA) to be the set of all F ∈ Ba(HA) such that there exists

a decomposition HA = M1⊕̃N1
F−→ M2⊕̃N2 = HA with respect to which F has the matrix[

F1 0
0 F4

]
, where F1 is an isomorphism, N1 is finitely generated and such that there exist

closed submodules N ′2, N, where N ′2 ∼= N1, HA = N⊕̃N1 = N⊕̃N ′2 and the projection onto N
along N ′2 is adjointable.

Then we set
σAeâ(F ) := {α ∈ Z(A) | (F − αI) /∈ M̂Φ

−
+(HA)}.

Theorem 9.1.4. [20, Theorem 2] Let F ∈ Ba(HA). Then

σAeâ(F ) = ∩{σAa (PF|ImP ) | P ∈ Pa(HA)}

where σAa (PF|ImP ) is the set of all α ∈ Z(A) such that (PF − αI)|ImP is not bounded below on
ImP and Pa(HA) = P(HA) ∩Ba(HA).
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Proof. Suppose that α ∈ Z(A) \ σAa (PF|ImP ) for some P ∈ Pa(HA), α ∈ Z(A). Then we
have that the operator (PF − αI)|ImP is bounded below on ImP, hence its image is closed.
However, we also have Im((PF − αI)|ImP ) = Im(PFP − αP ). Since (PFP − αP ) can be
viewed as an adjointable operator from HA into ImP , from Theorem 2.0.20 it follows that
Im(PF − αI)|ImP = Im(PFP − αP ) is orthogonally complementable in ImP. So if we let
M = Im(PFP − αP ), we get that ImP = M ⊕M ′ for some Hilbert submodule M ′. Hence
HA = M⊕̃M ′⊕̃ kerP and (PF − αI)|ImP is an isomorphism from ImP onto M. It follows that
with respect to the decomposition

HA = ImP ⊕̃ kerP
F−αI−→ M⊕̃(M ′⊕̃ kerP ) = HA,

F −αI has the matrix
[

(F − αI)1 (F − αI)2

(F − αI)3 (F − αI)4

]
, where (F −αI)1 is an isomorphism. Hence,

with respect to the decomposition

HA = ImP ⊕̃U(kerP )
F−αI−→ V −1(M)⊕̃(M ′⊕̃ kerP ) = HA,

F − αI has the matrix

 ︷ ︸︸ ︷
(F − αI)1 0

0
︷ ︸︸ ︷
(F − αI)4

 , where ︷ ︸︸ ︷
(F − αI)1, U, V are isomorphisms.

Set N = M1 = ImP,N1 = U(kerP ),M2 = V −1(M), N2 = M ′⊕̃ kerP and N ′2 = kerP. It
follows that

HA = N⊕̃N1 = N⊕̃N ′2, N ′2 ⊆ N2

and F − αI has the matrix

 ︷ ︸︸ ︷
(F − αI)1 0

0
︷ ︸︸ ︷
(F − αI)4

 with respect to the decomposition

HA = M1⊕̃N1
F−αI−→ M2⊕̃N2 = HA,

where
︷ ︸︸ ︷
(F − αI)1 is an isomorphism and N1 = U(kerP ) is finitely generated. Thus, α /∈ σAeâ(F ).

Conversely, suppose that α ∈ Z(A) \ σAeâ(F ). Then there exists a decomposition

HA = M1⊕̃N1
F−αI−→ M2⊕̃N2 = HA

with respect to which F −αI has the matrix
[

(F − αI)1 0
0 (F − αI)4

]
, where (F −αI)1 is an

isomorphism, N1 is finitely generated and there exists some closed submodules N,N ′2 such that
N ′2 ⊆ N2, N⊕̃N1 = N⊕̃N ′2 = HA and the projection onto N along N ′2 is adjointable. As we
have seen in the proof of Theorem 9.1.1 , the operator uM2(F − αI)|N is then an isomorphism
onto M2, where uM2 denotes the projection onto M2 along N2 . Therefore, with respect to the
decomposition

HA = N⊕̃U(N1)
F−αI−→ V −1(M2)⊕̃N2 = HA,

F − αI has the matrix

 ︷ ︸︸ ︷
(F − αI)1 0

0
︷ ︸︸ ︷
(F − αI)4

 , where ︷ ︸︸ ︷
(F − αI)1, U, V are isomorphisms.

Hence (F − αI)|N maps N isomorphically onto V −1(M2). Since N ′2 ∼= N1 as N⊕̃N1 = N⊕̃N ′2,
it follows that N ′2 is finitely generated (as N1 is so), hence, by Lemma 2.0.25, as N ′2 is a closed
submodule of N2, we get that N2 = N ′2 ⊕N ′2

′ for some closed submodule N ′2
′ of N2. So

HA = V −1(M2)⊕̃N2 = V −1(M2)⊕̃N ′2
′⊕̃N ′2 = N⊕̃N ′2.
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It follows that if P is the projection onto N along N ′2, then P|
V−1(M2)⊕̃N′2

′ is an isomorphism

from V −1(M2)⊕̃N ′2
′ onto N. Hence P|V−1(M2)

maps V −1(M2) isomorphically onto some closed
submodule of N. By using this together with the fact that (F − αI)|N is an isomorphism from
N onto V −1(M2), we obtain that P (F − αI)|N is bounded below. Thus, α /∈ σAa (PF|ImP ).

Remark 9.1.5. [20, Remark 3] In the similar way as for M̃Φ0(HA), one can show that M̂Φ
−
+(HA)

is open in Ba(HA). Indeed, let F ∈ M̂Φ
−
+(HA) and choose a decomposition

HA = M1⊕̃N1
F−→M2⊕̃N2 = HA

with respect to which F has the matrix
[
F1 0
0 F4

]
, where F1 is an isomorphism. Let N be a

closed submodule of HA such that HA = N⊕̃N1 = N⊕̃N ′2, N ′2 ⊆ N2, and the projection onto N
along N ′2 is adjointable. Such decomposition exists since F ∈ M̂Φ

−
+(HA). It is easy to see that

if we let uM1 ,uM2 denote the projections ontoM1 along N1 and ontoM2 along N2, respectively,
then uM2F|N = FuM1|N

is an isomorphism onto M2. Hence, with respect to the decomposition

HA = N⊕̃N1
F−→ M2⊕̃N2 = HA, F has the matrix

[
F̃1 0

F̃2 F4

]
, where F̃1 is an isomorphism.

Then, using the technique of diagonalization as in the proof of Lemma 2.0.42, we get that F

has the matrix

[
˜̃F1 0
0 F4

]
with respect to the decomposition

HA = N⊕̃N1
F−→ V −1(M2)⊕̃N2 = HA,

where V and ˜̃F1 are isomorphisms. By the proof of Lemma 2.0.42, there exists an ε > 0 such

that if ‖ F −D ‖< ε, then D has the matrix
[
D1 0
0 D4

]
with respect to the decomposition

HA = N⊕̃U(N1)
D−→ Ṽ −1V −1(M2)⊕̃N2 = HA,

where U, Ṽ ,D1 are isomorphisms. SinceHA = N⊕̃U(N1) = N⊕̃N ′2, N ′2 ⊆ N2 and the projection
onto N along N ′2 is adjointable, it follows that D ∈ M̂Φ

−
+(HA).

Definition 9.1.6. [20, Definition 4] We set M̂Φ
+

−(HA) to be the set of all D ∈ Ba(HA) such
that there exists a decomposition

HA = M ′
1⊕̃N ′1

D−→M ′
2⊕̃N ′2 = HA

with respect to which D has the matrix
[
D1 0
0 D4

]
, where D1 is an isomorphism, N ′2 is finitely

generated and such that HA = M ′
1⊕̃N⊕̃N ′2 for some closed submodule N, where the projection

onto M ′
1⊕̃N along N ′2 is adjointable.

Then we set
σA
ed̃

(D) = {α ∈ Z(A) | (D − αI) /∈ M̂Φ
+

−(HA)}

and for P ∈ Pa(HA) we put

σAd (PD|ImP ) = {α ∈ Z(A) | (PD − αI)|ImP is not onto ImP}.

We have the following theorem.
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Theorem 9.1.7. [20, Theorem 3] Let D ∈ Ba(HA). Then

σA
ed̃

(D) =
⋂
{σAd (PD|ImP ) | P ∈ Pa(HA)}.

Proof. Suppose first that α ∈ Z(A) \ (∩{σAd (PD|ImP ) | P ∈ Pa(HA)}). Then (PD − αI)|ImP
is onto ImP for some P ∈ Pa(HA). Since P is adjointable and ImP is closed, by Theorem
2.0.20 ImP is orthogonally complementable in HA, hence (PD − αI)|ImP can be viewed as an
adjointable operator from ImP onto ImP. Then, again by Theorem 2.0.20, ker(PD − αI)|ImP
is orthogonally complementable in ImP, that is ImP = (ker(PD − αI)|ImP ) ⊕ Ñ for some
closed submodule Ñ . The operator PD−αI is an isomorphism from Ñ onto ImP. Hence, with
respect to the decomposition

HA = Ñ⊕̃((ker(PD − αI)|ImP )⊕̃ kerP )
D−αI−→ ImP ⊕̃ kerP = HA,

D−αI has the matrix
[

(D − αI)1 (D − αI)2

(D − αI)3 (D − αI)4

]
, where (D−αI)1 is an isomorphism. It follows

that D − αI has the matrix

 ︷ ︸︸ ︷
(D − αI)1 0

0
︷ ︸︸ ︷
(D − αI)4

 with respect to the decomposition

HA = Ñ⊕̃U((ker(PD − αI)|ImP )⊕̃ kerP )
D−αI−→ V −1(ImP )⊕̃ kerP = HA,

where U, V and
︷ ︸︸ ︷
(D − αI)1 are isomorphisms.

Set N = ker((PD − αI)|ImP ), M ′
1 = Ñ ,M ′

2 = V −1(ImP ), N ′1 = U((ker(PD − αI)|ImP )⊕̃ kerP )

and N ′2 = kerP. Since ImP = N ⊕ Ñ and kerP is finitely generated, it follows that (D−αI) ∈
M̂Φ

+

−(HA).

Conversely, suppose that α ∈ Z(A) \ σA
ed̃

(D) and let

HA = M ′
1⊕̃N ′1

D−αI−→ M ′
2⊕̃N ′2 = HA

be decomposition with respect to which D − αI has the matrix[
(D − αI)1 0

0 (D − αI)4

]
,

where (D−αI)1 is an isomorphism, N ′2 is finitely generated and such that HA = M ′
1⊕̃N⊕̃N ′2 for

some closed submodule N, where the projection onto M ′
1⊕̃N along N ′2 is adjointable. It follows

that P|M′2 is an isomorphism onto M ′
1⊕̃N, where P is the projection onto M ′

1⊕̃N along N ′2.
Hence P (D−αI)|M′1

is an isomorphism ontoM ′
1⊕̃N ( since (D−αI)|M′1

is an isomorphism onto
M ′

2 ). Therefore, P (D−αI)|M′1⊕̃N
is ontoM ′

1⊕̃N. Now, ImP = M ′
1⊕̃N, so α /∈ σAd (PD|ImP ).

Remark 9.1.8. As explained in [20], similarly as forMΦ̃0(HA) and M̂Φ
−
+(HA), one can show

that M̂Φ
+

−(HA) is open. Indeed, let D ∈ M̂Φ
+

−(HA), choose an M̂Φ
+

−-decomposition for D,

HA = M ′
1⊕̃N ′1

D−→M ′
2⊕̃N ′2 = HA.

Let N be a closed submodule such that HA = M ′
1⊕̃N⊕̃N ′2 and such that the projection onto

M ′
1⊕̃N along N ′2 is adjointable. By the proof of Lemma 2.0.42, there exists an ε > 0 such that
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if ‖ G−D ‖< ε for an operator G ∈ Ba(HA), then G has the matrix
[
G1 0
0 G4

]
with respect

to the decomposition

HA = M ′
1⊕̃U(N ′1)

G−→ V −1(M ′
2)⊕̃N ′2 = HA,

where U, V,G1 are isomorphisms. It follows that G ∈ M̂Φ
+

−(HA).

Remark 9.1.9. If A = C, that is if HA = H is an ordinary Hilbert space, then

MΦ̃0(H) = Φ0(H), M̂Φ
−
+(H) = Φ−+(H) and M̂Φ

+

−(H) = Φ+
−(H).

In addition, observe that M̂Φ
−
+(HA) ⊆MΦ−′+ (HA) and M̂Φ

+

−(HA) ⊆MΦ+′
− (HA).

Next we consider non-adjointable operators and give a modified version of the above results
in the setting of non-adjointable operators. We start with the following definition.

Definition 9.1.10. [21, Definition 14] We let ̂̂MΦ
−

+(HA) be the set of all F ∈ B(HA) such
that there exists an M̂Φl-decomposition for F

HA = M1⊕̃N1
F−→M2⊕̃N2 = HA,

and closed submodules N,N ′2 with the property N ′2 ⊆ N2 and

HA = N⊕̃N1 = N⊕̃N ′2.

Recall that P(HA) denotes the set of all projections on HA, not necessarily adjointable,
with finitely generated kernel. Put

σAeã0(F ) = {α ∈ Z(A) | (F − αI) /∈ ̂̂MΦ
−

+(HA)}.

Then we have the following version of Theorem 9.1.4 in the setting of non-adjointable operators
on Hilbert C∗-modules.

Theorem 9.1.11. [21, Theorem 6] For F ∈ B(HA) we have

σAeã0(F ) = ∩{σAa0(PF|ImP ) | P ∈ P(HA)},

where

σAa0(PF|ImP ) = {α ∈ Z(A) | (PF − αI)|ImP is not bounded below on ImP}

∪{α ∈ Z(A) | Im(PFP − αP ) is not complementable in ImP}.

Proof. If α ∈ Z(A) \ σAa0(PF|ImP ) for some P ∈ P(HA), then (PF − αI)|ImP is bounded below
and Im(PFP −αP ) is complementable in ImP. Hence, we may proceed as in the proof of the

Theorem 9.1.4 to deduce that F − αI ∈ ̂̂MΦ
−

+(HA).
Conversely, if α ∈ Z(A) \ σAeã0(F ), then we recall from the proof of Theorem 9.1.4 that we

obtain the decomposition

HA = V −1(M2)⊕̃N2 = V −1(M2)⊕̃N ′′2 ⊕̃N ′2 = N⊕̃N ′2 = N⊕̃N1,

where N2 = N ′2⊕̃N ′′2 , V is an isomorphism, N1 is finitely generated and (F − αI)|N maps N
isomorphically onto V −1(M2). If we let, as in that proof, P be the projection onto N along N ′2,
then P|V−1(M2)⊕̃N′′2

is an isomorphism onto N. Set Ñ = P (V −1(M2)), ˜̃N = P (N ′′2 ). Then we have

that N = Ñ⊕̃ ˜̃N. Hence, P (F − αI)|N is an isomorphism onto Ñ , which is complementable in
N = ImP, so α /∈ σAa0(PF|ImP ).
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Remark 9.1.12. [21, Remark 5] It can be shown that ̂̂MΦ
−

+(HA) is open.

Definition 9.1.13. [21, Definition 15] We set ̂̂MΦ
+

−(HA) to be the set of all G ∈ B(HA) such
that there exists an M̂Φr-decomposition for G

HA = M ′
1⊕̃N1

′ G−→M ′
2⊕̃N ′2 = HA

and a closed submodule N with the property that HA = M ′
1⊕̃N⊕̃N2

′.

Then we put

σA
ed̃0

(G) = {α ∈ Z(A) | (G− αI) /∈ ̂̂MΦ
+

−(HA)}
and obtain the following analogue of Theorem 9.1.7 in the setting of non-adjointable operators.

Theorem 9.1.14. [21, Theorem 7] For G ∈ B(HA) we have

σA
ed̃0

(G) = ∩{σAd0(PG|ImP ) | P ∈ P(HA)},

where σAd0(PG|ImP ) = {α ∈ Z(A) | ImP does not split into the decomposition ImP = Ñ⊕̃N
with the property that (PG− αI)|Ñ is an isomorphism onto ImP}.

Proof. If α ∈ Z(A) \ σAd0(PG|ImP ) for some P ∈ P(HA), then ImP = Ñ⊕̃N for some closed
submodules Ñ ,N of ImP such that (PG−αI)|Ñ is an isomorphism onto ImP. Letting N play
the role of ker(PD−αI) in the proof of Theorem 9.1.7, we may proceed in the same way as in

that proof to conclude that G− αI ∈ ̂̂MΦ
+

−(HA).

On the other hand, if α ∈ Z(A) \ σA
ed̃0

(G), then G − αI ∈ ̂̂MΦ
+

−(HA). As in the proof of
Theorem 9.1.7 (and using the same notation), we may consider the projection P onto M ′

1⊕̃N
along N ′2 and obtain that P (G− αI)|M′1

is an isomorphism onto M ′
1⊕̃N.

Remark 9.1.15. [21, Remark 6] In a similar way as for ̂̂MΦ
−

+(HA), one can show that ̂̂MΦ
+

−(HA)
is open.

9.2 Examples of semi-C∗-Weyl operators

We observe first that ̂̂MΦ
−

+ ⊆ MΦ−′+ and ̂̂MΦ
+

− ⊆ MΦ+′
− , so

̂̂MΦ
−

+ and ̂̂MΦ
+

− operators are
also upper and lower semi-C∗-Weyl operators, respectively. In this section we are going to

present some examples of ̂̂MΦ
−

+ and ̂̂MΦ
+

− operators. In order to construct such examples
we are first going to give some examples of Hilbert submodules N, N1 and N2 satisfying that
HA = N⊕̃N1 = N⊕̃N2 = HA and N1 6= N2.

Example 9.2.1. Let x = (α1, . . . , αn, . . . ) ∈ HA and suppose that α1 is invertible. Set N1 =
SpanA{x}, then N1 is closed. It is not difficult to see that N1

∼= L1 via the orthogonal
projection onto L1. Hence HA = L⊥1 ⊕̃N1. Indeed, in order to see that N1 is closed, suppose
that {gm} ⊆ N1 such that gm → y for some y ∈ HA. Then gm = x · βm for each m ∈ N and
some sequence {βm} ⊆ A. It follows that α1βm → y1 in A as m → ∞. Hence βm → α−1

1 y1

in A as m → ∞, so we deduce that x · βm
m→∞−→ x · α−1

1 y1, which is an element of N1. Next,
if p1 denotes the orthogonal projection onto L1, then, for β ∈ A, we have x · α−1

1 β ∈ N1 and
p1(x · α−1

1 β) = (β, 0, 0, . . . ). Furthermore, if p1(x · β) = 0 for some β ∈ A, then α1β = 0, hence
β = α−1

1 α1β = 0. Thus, x · β = 0. Hence p1|N1
is indeed an isomorphism onto L1.
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Example 9.2.2. Let A = L∞((0, 1), µ), choose an x = (f1, f2, . . . ) in HA and set

Mn =| f1 |−1 ((
1

n
,∞)) for each n ∈ N.

We can choose x ∈ HA in a such way that µ(Mn) 6= 0 for some n ∈ N and that fk|Mc
n

= 0 µ-a.e.
for all k ∈ N. If we set N1 = SpanA{x} and N2 = SpanA{(χMn,0,0,0,...)}, then N1 and N2 are
closed. Indeed, XMn

1
f1
∈ L∞((0, 1), µ) and ‖ XMn

1
f1
‖∞≤ n where XMn

1
f1

denotes the function

given by XMn

1
f1

(t) =


1

f1(t)
, if t ∈Mn,

0, else.
Now, if x · gm → y as m → ∞ for some sequence {gm} ⊆ A and y ∈ HA, then we must
have that fkgm

m→∞−→ yk in L∞((0, 1), µ) for all k. In particular, f1gm → y1 as m → ∞.
Hence XMngm → XMn

1
f1
y1 as m → ∞. Moreover, since fk |Mc

n
= 0 for all k ≥ 2, we get that

fkgm = fkXMngm. Therefore, fkgm
m→∞−→ fkXMn

1
f1
y1. Thus, yk = fkXMn

1
f1
y1 for all k, so we get

y = x · XMn

1
f1
y1, which is an element of N1. Hence, N1 is closed and it is easy to verify that

also N2 is closed.
Moreover, N2 ⊆ L1 and it is not difficult to see that p1|N1

is an isomorphism onto N2, where
p1 denotes the orthogonal projection onto L1. Indeed, if g = (g1, g2, . . . ) ∈ SpanA{x}, then
g = x · α for some α ∈ A, so in particular g1 = αf1. It follows that if g1 = 0, then α|Mn = 0
µ−a.e, hence αfk = 0 for all k ≥ 2 because fk |Mc

n
= 0 for all k. Consequently, gk = 0 for all k, so

g = 0. Thus, p|N1
is injective. Next, since fk |Mc

n
= 0 for all k ∈ N, then, in particular, f1|Mc

n
= 0,

so Imp|N1
⊆ N2. Finally, p|N1

is onto N2, because f1 invertible on Mn since |f1|χMn ≥ 1
n
χMn .

Put N = N⊥2 . Then HA = N⊕̃N1 = N⊕N2. Moreover, it follows from the above arguments
that if y = (g1, g2, . . . ) ∈ HA such that Mn = |g1|−1(( 1

m
,∞)) for some m ∈ N and such that

gk |Mc
n

= 0 µ-a.e. for all k ∈ N, then HA = N⊕̃N1 = N⊕̃Ñ1, where Ñ1 = SpanA{y}.

Example 9.2.3. Let A = B(H) and x = (T1, T2, T3, . . . ) ∈ HA. Suppose that ImT1 is closed
and kerT1 ⊆ kerTk for all k. Let PImT1 , PkerT⊥1

denote the orthogonal projections onto ImT1

and kerT⊥1 , respectively. Set N1 = SpanA{x} and N2 = SpanA{(PImT1 , 0, 0, 0, . . . )}. Once
again, we wish to argue that N1 is closed. Since ImT1 is closed by assumption, there exists an
operator T ′ ∈ B(H) such that T ′T1 = PkerT⊥1

and T1T
′ = PImT1 . If there is a sequence {Sn}

in B(H) such that x · Sn
n→∞−→ y for some y = (E1, E2, ...) ∈ HA, then TkSn → Ek in B(H)

for all k as n → ∞. Hence PkerT⊥1
Sn = T ′T1Sn

n→∞−→ T ′E1. Now, since we have kerT1 ⊆ kerTk
for all k ≥ 2, then TkSn = TkPkerT⊥k

Sn = TkPkerT⊥1
Sn for all k, n. So, for all k we get that

TkSn = TkPkerT⊥1
Sn → TkT

′E1 as n → ∞. Thus, y = x · T ′E1 ∈ SpanA{x} = N1, hence N1 is
closed. Moreover, N2 is closed, which is easy to verify.

Also, p1|N1
is an isomorphism onto N2 by the same arguments as in Example 9.2.2. (since

T1T
′ = PImT1 and kerT1 ⊆ kerTk for all k ∈ N). Set

N ′ = SpanA{(I − PImT1 , 0, 0, . . . )}, N = L⊥1 ⊕N ′.

Then HA = N⊕̃N1 = N ⊕N2. Moreover, it follows from the above arguments that if

y = (S1, S2, . . . ) ∈ HA, ImS1 = ImT1 and kerS1 ⊆ kerSk for all k,

then HA = N⊕̃Ñ1, where Ñ1 = SpanA{y}.

Example 9.2.4. In general, let N ′ be any finitely generated Hilbert submodule of HA. Then
by Theorem 2.0.34, there exists some n ∈ N and a finitely generated Hilbert sumodule P such
that HA = L⊥n ⊕̃P ⊕̃pn(N ′) = L⊥n ⊕̃P ⊕̃N ′ (where pn is the orthogonal projection onto Ln).
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Example 9.2.5. Once we have constructed closed submodules N,N1, N2 such that

HA = N⊕̃N1 = N⊕̃N2

where N1, N2 are finitely generated, it is then easy to construct M̃Φ0,
̂̂MΦ

−

+,
̂̂MΦ

+

− operators
using the previous examples of isomorphisms ofHA and examples ofMΦ+ andMΦ− operators.
Namely, by the Dupre-Filmore Theorem 2.0.15 we have that N ∼= HA.
In fact, as regards the above examples, we can construct concrete isomorphisms between N
and HA. Let S denote the unilateral shift operator on HA as given in Section 7. In Example
9.2.1 N = L⊥1 , hence we can let S be the isomorphism of HA onto N . Next, it is not hard to
see that N = HA · χMc

n
⊕ L⊥1 · χMn in Example 9.2.2. Let W be the operator with the matrix[

1 0
0 S

]
with respect to the decomposition

HA = HA · χMc
n
⊕HA · χMn

W−→ HA · χMc
n
⊕ L⊥1 · χMn = N.

Then W is an isomorphism of HA onto N . Finally, in Example 9.2.3 we have N = Ñ ⊕ ˜̃N,
where

Ñ = {(PImT⊥1 F1, PImT⊥1 F2, . . . ) | (F1, F2, . . . ) ∈ HA},

˜̃N = {(0, PImT1F1, PImT1F2, . . . ) | (F1, F2, . . . ) ∈ HA}.

Set M = {(PImT1F1, PImT1F2, . . . ) | (F1, F2, . . . ) ∈ HA}, then HA = M ⊕ Ñ . Put W to be

the operator with the matrix
[

1 0
0 S

]
with respect to the decomposition

HA = Ñ ⊕M W−→ Ñ ⊕ ˜̃N = N

Then W is an isomorphism of HA onto N.
Let now u1 denote the projection onto N along N1 and u2 be the projection onto N2 along
N. If HA = N⊕̃N1 = N⊕̃N2, then u2|N1

is an isomorphism onto N2. Hence it follows that if
φ ∈ B(N1) and ϕ ∈ B(N2), then we have that

WFW−1 u1 +ϕ u2 φ(I − u1) ∈ ̂̂MΦ
−

+(HA) and WGW−1 u1 +ϕ u2 φ(I − u1) ∈ ̂̂MΦ
+

−(HA),

when F ∈ Ma(HA) and G ∈ Qa(HA). (Recall that semi-A-Fredholm operators presented in
examples 3.7.1 - 3.7.6 are examples of operators that are either bounded below or surjective).
Moreover, if U is an isomorphism of HA (recall examples of isomorphisms from Section 3.7),
then WUW−1 u1 +ϕ u2 φ(I −u1) is an M̃Φ0-operator. In order to construct some φ ∈ B(N1)
and ϕ ∈ B(N2), we just need to observe that if T ∈ B(HA), then (I − u1)T|N1

∈ B(N1) and
u2T|N2

∈ B(N2).

Of course, there are many other examples of ̂̂MΦ
−

+ and ̂̂MΦ
+

− operators. The most simple
examples are the following.

Example 9.2.6. Let S, S ′ be subsets of N such that S is finite, S ′ and N \ S ′ infinite and
S ⊆ S ′. Choose a bijection ι : N \ S → N \ S ′ and let

F (ek) =

{
eι(k), for k ∈ N \ S,
ek, for k ∈ S.

.

Then F ∈ ̂̂MΦ
−

+(HA). Similarly, if S ′ is finite, S ′ ⊆ S and S, N \ S are infinite, and if we set
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G(ek) =


ek for k ∈ S ′,
eι(k) for k ∈ N \ S,
0 else,

then G ∈ ̂̂MΦ
+

−(HA).

At the end of this chapter we also introduce an example which shows how the proofs from
Section 9.1 can be used to extend Zemarek’s result in [54] in the special case of operators on
infinite-dimensional Hilbert spaces.

Example 9.2.7. Let H be an infinite-dimensional Hilbert space and put gMΦ0(H) to be the
set of all F ∈ B(H) such that there exists a decomposition

H = M1⊕̃N1
F−→M2⊕̃N2 = H

with respect to which F has the matrix
[
F1 0
0 F4

]
, where F1 is an isomorphism and such that

N⊕̃N1 = N⊕̃N2 = H for some closed, infinite-dimensional subspace N. Put

gP(H) = {P ∈ B(H)|P is a projection and dim ImP =∞},

σegW (F ) = {λ ∈ C|(F − λT ) /∈ gMΦ0(HA)}.

Then we have
σegW (F ) = ∩σ

{
PF|ImP |P ∈ gP(H)

}
.

Moreover, gMΦ0(H) is open in the norm topology of B(H).
Next, put gMΦ−+(H) to be the set of all F ∈ B(H) satisfying that there exists a decomposition

H = M1⊕̃N1
F−→M2⊕̃N2 = H

with respect to which F has the matrix
[
F1 0
0 F4

]
, where F1 is an isomorphism and such that

there exists an infinite-dimensional closed subspace N and a closed subspace N ′2 of N2 with the
property H = N⊕̃N1 = N⊕̃N ′2. Then gMΦ−+(H) is open.

If we set
σega(F ) := {λ ∈ C | F − λI /∈ gMΦ−+(H)},

then we get
σega(F ) = ∩σa{PF|ImP | P ∈ gP(H)}.

Finally, put gMΦ+
−(H) to be the set of all D ∈ B(H) satisfying that there exists a decompo-

sition
H = M ′

1⊕̃N ′1
D−→M ′

2⊕̃N ′2 = H

with respect to which D has the matrix
[
D1 0
0 D4

]
, where D1 is an isomorphism, M ′

1 and M ′
2

are infinite-dimensional, and such that there exists a closed subspace N with the property that
H = M ′

1⊕̃N⊕̃N ′1. Then gMΦ+
−(H) is open.

If we set
σegd(D) := {λ ∈ C | D − λI /∈ gMΦ+

−(H)},

we get that
σegd(D) = ∩σd{PD|ImP | P ∈ gP(H)}.
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Chapter 10

Final remarks

The unpublished results in Section 7.1 are available on arXiv in [24], whereas the other unpub-
lished results in the thesis are available on arXiv in [23].

At the end of this thesis we will now give an overview of the results that can be generalized
from the standard module to arbitrary Hilbert C∗-modules.

Chapter 3

Since many of the results from this chapter can be generalized to arbitrary Hilbert C∗-
modules, we will here just specify which of the results are valid only for the standard module
case. Below is the list of those results.

Theorem 3.1.2 and Theorem 3.1.4, part 2) ⇒ 1), (we notice that part 1) ⇒ 2) holds for
arbitrary countably generated Hilbert C∗-modules in both these theorems), Lemma 3.1.13,
Corollary 3.1.14, Corollary 3.1.19, Lemma 3.1.23 and Corollary 3.2.4. The analogue of Lemma
3.1.13, Corollary 3.1.14 and Corollary 3.1.19 hold in the case of arbitrary self-dual Hilbert
W ∗-modules, which has been proved in several results at the end of Chapter 4. All the other
results from Section 3.1 that have not been mentioned here hold in the case of arbitrary Hilbert
C∗-modules.

As regards Section 3.2, except Lemma 3.2.1, all the other results in this section are con-
structed for the standard module case.

As regards the results from Section 3.3, all these results are valid also in the case of arbitrary
Hilbert C∗-modules.

As regards Section 3.4, most of the results here have been constructed for the standard
module case, so we will just mention now the results from this section which can be generalized
to arbitrary Hilbert C∗- modules. These are Lemma 3.4.3, Lemma 3.4.9, Corollary 3.4.10,
Proposition 3.4.12, Remark 3.4.13, Proposition 3.4.19 and Lemma 3.4.21. The first statement
in Lemma 3.4.14 concerning the openess of the classes of semi-A-Weyl operators is also valid
in the case of arbitrary Hilbert C∗-modules. Lemma 3.4.7, Lemma 3.4.8, Lemma 3.4.16 and
Corollary 3.4.23 hold in the case of self-dual Hilbert W ∗-modules, as explained at the end of
Chapter 4.

As regards Section 3.5, except Proposition 3.5.4, Corollary 3.5.5, Lemma 3.5.16, Lemma
3.5.22 and Remark 3.5.24 all the other results in this section hold in the case of arbitrary
Hilbert C∗-modules, whereas most of the results in Section 3.6 are valid only in the case of the
standard module.

Chapter 4

Except Corollary 4.0.2 and Proposition 4.0.3 that are valid only in the standard module
case and except the results at the end of this chapter where we consider self-dual Hilbert W ∗-
modules, all the other results in this chapter hold in the case of arbitrary Hilbert W ∗-modules.
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Chapter 5

As regards Section 5.1, all the results except Proposition 5.1.18, Corollary 5.1.28 and Lemma
5.1.29 hold in the case of arbitrary Hilbert C∗-modules. As regards Section 5.2, most of the re-
sults in this section are constructed only for the standard module case. However, the exceptions
are Proposition 5.2.3, Proposition 5.2.4 and Corollary 5.2.12. Moreover, Proposition 5.1.18 ca
be reformulated to hold in the case of arbitrary Hilbert W ∗-modules as stated in Corollary
5.2.12.

Chapter 6

All the results from this chapter are valid in the case of arbitrary Hilbert C∗-modules except
Lemma 6.0.11. The reformulated version of this lemma given in Corollary 6.0.12 holds for
arbitrary Hilbert W ∗-modules.

Chapter 7

As explained in the beginning of Chapter 9, if we wish to extend the notion of the operator
αI from the standard module to arbitrary modules over C∗-algebras, then we should only
consider Hilbert modules over commutative C∗-algebras. Except from the results concerning
shift operators, all the other results from Section 7.1 are therefore valid in the case of arbitrary
Hilbert C∗-modules over commutative C∗-algebras.

As regards Section 7.2, all the results can be transferred to the case of arbitrary Hilbert C∗-
modules over commutative C∗-algebras since the key arguments in the proofs here are actually
the results from Section 3.3 and those results remain valid also in the case of arbitrary Hilbert
C∗-modules. However, in some of the proofs in this section we apply also Lemma 3.4.14 which
has so far only been proved for the standard module case and for the case of self-dual Hilbert
W ∗-modules as explained in Lemma 4.0.15. Author believes that this result can be generalized
to arbitrary Hilbert C∗-modules, but this still remains as an open question for further research.
Therefore, we also need slight modifications in the formulation of Lemma 7.2.9, Theorem 7.2.10
and Theorem 7.2.11 in order to hold for arbitrary Hilbert C∗-modules over commutative C∗-
algebras. More precisely, if we let

MΦ0,ind(M) = {F ∈MΦ(M)| index F = 0},
where M is an arbitrary Hilbert C∗-module, and set

MΦ0,ind(F ) = {α ∈ A|F − αI ∈MΦ0,ind(M)} and σAew,ind(F ) = A \MΦ0,ind(F ),

then, replacingMΦ0(F ) byMΦ0,ind(F ) in Lemma 7.2.9 and replacing σAew(F ) by σAew,ind(F ) in
Theorem 7.2.10 and Theorem 7.2.11, we obtain the results that are valid in the case of arbitrary
Hilbert C∗-modules over commutative C∗-algebras. However, the last inclusion in Theorem
7.2.11 (which is ∂σAea(F ) ⊆ ∂σAe uf (F )) holds only in the case of arbitrary Hilbert C∗-modules
over commutative C∗-algebras whose K-group satisfies the cancellation property, as explained
in Proposition 7.2.15. In addition, the inclusions ∂σAea′(F ) ⊆ ∂σAea(F ) and ∂σAeb′(F ) ⊆ ∂σAeb(F )
given in Proposition 7.2.13 hold only in the case of the standard module and in the case of
self-dual Hilbert W ∗-modules. Similarly, as regards Corollary 7.2.12 and Corollary 7.2.14, the
setsMΦ\M̃Φ

−
+,MΦ\M̃Φ

+

−,MΦ−+ \MΦ−
′

+ andMΦ+
− \MΦ+′

− are open only in the standard
module case and in the case of self-dual Hilbert W ∗-modules.

Chapter 8

Although Theorem 8.2.5, Theorem 8.2.11 and Theorem 8.2.16 hold in the case of arbitrary
Hilbert C∗-modules, this chapter deals mainly with the standard module case.

Chapter 9

All the results in this chapter are valid in the case of arbitrary Hilbert C∗-modules.
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