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Abstract

Every picture tells a story.

Images are one of the most dominant types of media, uploaded an average in billions every
single day and in hundreds of billions on an annual basis. Artifacts depicting visual perception
like photographs and other two-dimensional pictures are distributed through the growing
number of image-sharing websites. Consequently, a thriving interest in understanding the
whole image or objects depicted in it, its style or the emotions a picture might evoke, together
with all the other image properties, became increasingly represented in research practice. This
research focuses on the problem of automatically enhancing memorability of an image.

Recent works in Computer Vision and Multimedia have shown that intrinsic image properties
like memorability can be automatically inferred by exploiting powerful deep learning models.
This research advances the state of the art in this area by addressing a novel and more
challenging issue: “Can we transform an arbitrary input image and make it more
memorable?”. To state this question properly one requires the existence of memorability
measures. Methods for automatically increasing image memorability would have an impact in
many application fields, such as education, gaming or advertising.

To tackle the problem, we introduce an approach inspired by editing-by-applying-filters
paradigm, adopted in photo editing applications like Instagram and Prisma. Users of the two
apps generally have to go through the available filters before finding the desired solution which
is turning the editing process into a resource- and time-consuming task. In the work conducted
for the purpose of this thesis, we reverse the process: given an input image, we propose to
automatically retrieve a set of “style seeds”, i.e., a set of style images which, applied to the
input image through a neural style transfer algorithm, provide the highest increase in
memorability. As a result, we demonstrate that it is possible to automatically retrieve the best
style seeds for a given image, thus, remarkably reducing the number of human attempts needed
to find a good match.

Furthermore, we show the effectiveness of the proposed approach with experiments on the
publicly available LaMem dataset, performing both a quantitative evaluation and a user study.
To demonstrate the flexibility of the proposed framework, we also analyze the impact of
different implementation choices, such as using different state of the art neural style transfer
methods. Finally, we show several qualitative results to provide additional insights on the link
between image style and memorability.



This approach arises from recent advances in the field of image synthesis and adopts a deep
architecture for generating a memorable picture from a given input image and a style seed.
Importantly, to automatically select the best style, also relying on deep models, a novel
learning-based solution is proposed. The experimental evaluation, conducted on publicly
available benchmarks, demonstrates the effectiveness of the proposed approach for generating
memorable images through automatic style seed selection.
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Chapter 1

INTRODUCTION

The explosive growth of multimedia market, with a simultaneous increase in the amount of
multimedia content, particularly photos and videos generated and shared by users in different
web-based collections, has inspired a change in user-centered design (UCD) approach. As an
iterative design process of building insights about users’ experience, the UCD requires constant
examination about the ways in which users are likely to consume a certain product (i.e., to use
an application) and consequently, it inspires the development of new approaches in designing
algorithms. For illustrative purposes, by the end of 2021 video will account for 80% of internet
traffic [1] and it has been reported that the number of video content hours uploaded every 60
seconds grew by around 40% between 2014 and 2019!. Also, as of today more than 50 billion
photos and videos have been uploaded on the popular Instagram photo sharing platform.

In addition to the number of positive effects, rapid flow of data has inevitably led to an overload
of content that people are exposed to, on daily basis. In these circumstances, the possibility of
retaining, reproducing, in other words remembering all that content and the information
presented this way is becoming more of a problem the growing scientific importance attached
to research and exploration of the field.

An idiom according to which “A picture is worth a thousand words” (i.e., 84.1 words [2]), the
allusion to the fact that a complex idea can be explained with only one image, has probably
inspired the emergence of information graphics, known as infographics. With this form of
visual representation of information, data and knowledge, graphic designers and marketers
have created the ability to convey complex information faster and in a clearer way.
Nevertheless, many research questions are still open. Finding modalities for attracting and
retaining subject's attention, while increasing the likelihood of re-recognizing once-seen
content (memorability) could have number of practical applications in many disciplines.

This dissertation examines ways to automatically increase the efficiency of absorbing
information presented in a visual form (i.e., photography) by manipulating the style of a single
photo. It explores also possibilities of using an increasing amount of publicly available image

1 https://www.statista.com/
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datasets, while finding new machine learning models to increase an overall image
memorability, i.e., the chance of the content of a given photograph to be better remembered.

This thesis arose at the intersection of several fields, involving a number of novel findings
about image memorability coming both from psychological sciences and organized human
experiments and from developed computational models. Knowing that every single person has
a unique set of individual experiences forming their memories, it can be expected that these
individual differences affect the final decision when memorizing content. Surprisingly, recent
studies have shown that people tend to both remember and forget the same things and this
happens because images differ in their memorability. These variations are caused by intrinsic
features of an image which reveal how memorable a particular image will be across different
observers. Image Memorability is, therefore, an objective quantitative measure of an image, it
is independent of the observer and can be computationally predicted.

This consistency across viewers opened-up a possibility for numerous computational
applications whose results could impact fields such as education, when selecting study
material, marketing and design of promotional material, visual design and memorability of
informational graphics, or Human-Computer Interaction (HCI) where could progress the
usability goals, the end-user experience and satisfaction.

1.1. Motivation

Life in an instant society where each activity’s imperatives are “quick and fast” and where the
amount of visual stimuli humans are exposed to keeps growing, tackled the question about an
average adult human brain’s information storage capacity. Not only that it tackles the challenge
of quantifying the range of gigabytes for data storage, but it also questions the selection criteria
of a human brain when it comes to retaining knowledge derived from different sources. It has
been noted that the brain has a tendency to absorb and maintain the knowledge derived from
images and videos, favoring it over the other types of signals [3]. This discovery found an
immediate implementation in marketing, when graphic designers started visually representing
both textual information and data in upgraded chart forms and diagrams known as infographics.

However, this superiority effect is not applicable to the comparison of two photographs. Cases
in which some images are easy to remember, while others are easily forgotten [4]. In
consequence, marketers and graphic designers began a new struggle to capture consumers’
visual attention in order to leave a trace in the recipient’s memory. All this progressed the
development of several digital tools such as Instagram and Prisma as a response to the
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"information-overload age" challenges. Designed to facilitate the modification of visual
contents for capturing user gaze, their end-goal is certainly improving an overall image
“shareability’, ’likability’ and their memorability.

To overcome and tackle the challenge, marketers and designers are constantly searching state-
of-the-art research, extracting general rules for reshaping visual contents and making them
visually more appealing and easier to remember. It all starts from acquiring the knowledge
about the way our brain responds to certain stimuli, insights delivered by marketing and
branding theories.

It would be desirable to reduce human intervention and discover innovative technological
solutions to automatically modify images and videos according to specific properties or
attributes. In case of automatic enhancement of memorability, not only it would have an impact
on direct commercial employment in marketing, but also, considering the way visual content
influences people, a discovery of this kind would find its applications in education and
knowledge dissemination.

13



1.2. Applications and Challenges

As images (and videos) became ubiquitous in production, distribution and consumption, their
utilization and manipulation became necessary and even largely significant in different
industries, like fashion industry, e-commerce websites, real estate agencies, online education,
medicine, as well as in various social media and marketing activities. Moreover, the Global
Photo Editing Software Market size ($843.8 million in 2019) is expected to reach 1.485.2
million by the end of 20272. Also, image and video detection and manipulation programs
became an integral part of governmental projects in many countries. There are different reasons
for the initial motivation to change an image content or its style, either to make it more
attractive according to some criteria, or to give it a completely different view from the original
one, or, as in case of image editing apps, to increase the end-user engagement, largely
depending on the purpose and application.

This work introduces an approach to automatically modify images to increase their chance to
be remembered by the observers. Numerous research fields are addressing aspects of this
problem, each one from its own perspective:

e C(Cognitive Science: behavioral aspects of brain’s reaction to stimuli, like surprise
learning [5], have been widely explored as well as the effects of successive and
simultaneous information presentation on learner’s visual search ability and working
memory load for different information densities [6], since the processing of information
in the brain depends on the capacity of visual short-term memory (VSTM).

® Neuroscience: focuses on the brain mapping when stimuli are present and when parts
of the brain are involved in specific activities, claiming that this unlocks amygdala’s
mechanism for emotional learning and memory [7], such as in unpleasant situations
when facing one’s fears. Other works are focused on understanding which neural
structures are emphasizing the visual memory capacity and the ways to preserve it.

® Psychology: several experimental studies [8] examined the capacity of recognition
memory for both pictures and words, based on forced-choice recognition and measuring
the retrieval speed, as well as the concept of memorability and its relation to other
aspects of the human mind studied in [9].

o Computer Science: previous research studies on Artificial Intelligence and Computer
Vision have shown that memorability is an intrinsic image property [10], implicating
that different viewers demonstrate similar performance in remembering or forgetting

2 https://www.businesswire.com/
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specific images [11]. Other works demonstrated that image memorability can be
automatically predicted [12] by employing advanced deep learning models with
accuracy close to human performance.

All these works have applied different methodologies in order to address a number of common
challenges and emphasize the importance of the problems they explored such as:

e Investigating the relationship between emotions and memorability [13], as well as the
way it regulates consciousness, attention, and information processing.

e Addressing the limitations of the human visual system in computational cost terms.

e Discovering brain’s ability to process images more quickly compared to verbal or
written information.

1.3. Thesis Contribution and Structure

A successful visual advertising campaign implies its specificity and noticeability, where
memorability plays a significant role. Graphic design, as the process of visual communication
and problem-solving activity through the use of typography, photography and illustrations,
recognizes the importance of these properties when it comes to creating visual identifiers, so-
called logos. As a rule, a logo should convey the information about the type of business or
product, and consequently provide a broader picture of corporate visual identity. This graphic
element is the essence of brand identity and affected by the psychology of font, color and shape
- details which will influence people’s purchasing decisions - which is why much attention is
regularly paid to its design. Yet, the time and creative resources invested in designing a visual
image that will be noticeable and memorable are often ineffective, while the outcome and the
degree of memorability of the image remains uncertain. A similar thing happens during the
process of creating advertisements and promotional material, where images are the most
dominant representations.

Not surprisingly, due to the great responsibility marketing managers and graphic designers
have in the process of creating an image, which will be used to represent an advertising
campaign, their motivation for storytelling improvements is quite extensive. Marketers are in
charge of handling both financial and human resources in a project and they are also responsible
for the end-result’s level of visibility and memorability. Consequently, they are constantly
searching for the most innovative ways to retain users’ visual attention and leave an impression
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on the observers’ memory, along with exploring new modalities for customer engagement.
Because of this, the ability to measure and more importantly to increase memorability of an
already-created image, could have a wide range of practical applications.

All this has opened up a number of research questions on the possibilities of image modification
increase their memorability. Despite the fact that a considerable number of studies dealing with
similar research issues has been conducted, no model has yet been found to automatically
increase the memorability of visual content. This inspired us to try to design this research and
attempt to solve the challenge.

We translate our ambitions in this automatic-memorability-increase model creation into the
following problem statement: is it possible to increase image memorability of an arbitrarily
selected image while preserving its high-level content?

A practical example which could help clarify this research question is the following: an
advertising campaign concerning the design of a new product targeting a specific market sector.
Once the very expensive design phase is over, the client receives a set of images which are
promoting and advertising the new product. However, this client might be unsatisfied with the
proposed images, while marketers have already invested all the resources and spent the budget
on creating those images. So, they need an additional sales argument, i.e., this image is more
likely to be remembered. Such images tell a story, meaning that in the attempt of increasing an
image’s memorability, the high-level content, that is the meaning, should remain intact.

In this work we propose a novel approach for increasing the memorability of images which is
inspired by the editing-by-filtering framework. Built-in editing tools are largely adopted in
communities similar to Instagram where the user engagement widely depends on applying a
particular set of stylistic aesthetic choices. Once the user takes or uploads a photo (or video),
he or she can edit this image and apply one of the existing filters by tapping the one they wish
to use and then saving all the changes they made. However, users here have to investigate a
while and try out all possible options before they identify that one filter they choose to use,
which consumes a lot of time. Finally, even after they generate a new picture, under no
circumstances can they know for sure whether it will be memorable, which inspired us to
explore the reverse process: instead of going through the list of filters, could we recommend a
set of style images that the user can apply to the input image in order to have as a result a
slightly adjusted version with higher chances to be remembered. This procedure could notably
shorten the editing time and cut down the number of human attempts necessary for the complete
action.

To clarify the design steps of our approach, we need to outline (Fig. 1.1) the concept of Deep
Learning, a subset of Machine Learning and Artificial Intelligence.
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Artificial
Intelligence

Machine
Learning

Figure 1.1: The relationship between Artificial Intelligence, Machine Learning and Deep Learning

Artificial Intelligence is a technique that enables machines to mimic human behavior. It
represents the development of computer systems able to perform tasks which normally require
human intelligence [14] i.e., visual perception, speech recognition, decision making, etc.

Machine Learning is a technique to achieve Artificial Intelligence (Al) through algorithms
trained with data. Computers use huge amounts of data to learn how to perform certain tasks
and build a model based on sample data (training data) with the aim of making predictions and
taking decisions [15].

Deep Learning (known also as Deep Structured Learning) is a subset of Machine Learning
inspired by the structure of the human brain which is here called an Artificial Neural Network.
It has ability to learn without human supervision, drawing from structured and unstructured
data. More precisely, learning can be supervised, semi-supervised or completely unsupervised.
There are various Deep Learning architectures [15] like Deep Neural Networks, Recurrent
Neural Networks, Convolutional Neural Networks and others used and applied to fields like
Computer Vision, Speech Recognition, Natural Language Processing, Audio Recognition, etc.

Our methodology relies on Deep Neural Networks (DNN), Artificial Neural Networks with
multiple layers between the input and output layers, trained to recognize various features,
calculate probabilities and predict different characteristics or qualities, like users’ personality
from Instagram pictures [16] or the impact of the aesthetic value of an image to its popularity
[17]. Our approach is extensively evaluated on the publicly available Large-Scale Image
Memorability (LaMem) dataset, the largest annotated image memorability dataset to date.

This thesis makes contributions to both human vision and computer vision, by adding the

understanding of human attention about images and by introducing an approach for increasing
memorability of images. The main contributions of our work are the following:
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We introduce a novel framework to increase the memorability of images by tackling
the task of increasing image memorability while keeping the high-level content intact,
thus, modifying only the style of the image.

We cast this into a style-based image synthesis problem of selecting the most
memoralizable style “seeds” for a given image. In this way we keep the users in the
loop allowing them to choose among a small set of top styles. The effectiveness of our
approach in recommending the best styles is demonstrated with several qualitative and
quantitative results and with a user study.

We propose an automatic method to retrieve a set of style images, which are expected
to lead to the largest increase of memorability for the input image and we demonstrate
the flexibility of our framework with respect to different implementation choices.

We propose a lightweight solution for training the network which will be used to
retrieve the “best” set of style images, selecting them to efficiently learn our model with
a reduced number of training data. Moreover, our approach is able to compute not only
the best styles but also to determine the optimal degree of stylization.

The remainder of this thesis is structured as follows:

Chapter 2 provides a review of research literature relevant to the work presented in this
thesis.

Chapter 3 presents the methodology used while conducting research for the purpose of
this thesis, with an overview of tools developed to automatically increase the
memorability of photographs by changing and modifying their style.

Chapter 4 provides an overview of experiments conducted in various different scenarios
using different sets of data, while determining the best model for predicting
memorability by defining an experimental dataset, training and steps for testing the
model. The efficiency of the proposed research is evaluated through experiments on a
publicly accessible database.

Chapter 5 is dedicated to the discussion, implications and concluding considerations.
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Chapter 2

BACKGROUND AND RELATED WORK

Recognized as a significant characteristic of visual content, memorability has a strong potential
and capacity to make photographs of certain products (or the brand itself) more effective.
Discovering and exploiting Al-based solutions to craft compelling visual messages that
communicate and deliver information in a more memorable way could have a significant
impact on any advertising campaign. This thesis aims to contribute to the research focused on
understanding the process humans use to remember visual data. The importance of
visualization from a human perspective is significant, especially if we know that almost half of
the brain is dedicated to processing visual information [18], directly or indirectly and that at
least 65% of people are visual learners, according to the Social Science Research Network [19].

We will also review the existing memorability measures used to evaluate image memorability
objectively, explore tools that have already been developed with the goal of altering the
memorability of visual data and conduct experimental research defining more precisely the
relationship between memorability and other properties, so that we can finally provide not only
automatic prediction of memorability, but also its overall increase.

2.1. Overview and Objectives

The concept of memorability and its relations with other aspects of the human mind has been
studied from a psychological [20, 21, 22], cognitive [9] and neuroscience [7, 23] perspectives.
Computer science, on the other hand, mostly contributed with the explorations of image
properties and their relation to memorability, along with some other subjective properties of
visual data, such as interestingness, emotions evoked, aesthetics, colors [24] etc.
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Although there are many areas exploring memorability in general, from various perspectives,
there are three main research lines related to the work presented here:

e Studies addressing automatic image manipulation for altering perceptual attributes.
® Studies analyzing visual memorability.
o Works on neural style transfer.

Since each of these categories has been approached from different scientific standpoints, we
will provide an overview of the most recent papers, organized by category.

2.2. Memorability and Related Perceptual Attributes

Every scientific discipline evaluates and investigates memorability and its relationship with
related perceptual attributes from a different perspective.

2.2.1. Psychological Perspective and Investigations in Cognitive Science and
Neuroscience

Visual memory has been investigated by several works, both from psychological [25, 26, 27]
and computational perspective [28, 29]. Psychology focused mostly on the capacity of human
memory in the context of encoding entities and how much attentional resources we dedicate to
one specific task. Researchers discovered that the likelihood of encoding a given entity, or in
other words — memorability trend, is highly consistent across viewers and intrinsic to an image.
This means that people commonly have the tendency to remember and forget the same things
when they come across someone or something new (seeing it for the first time). What also
influences our memories goes beyond the memorability of the stimulus itself, like the intensity
to grab our attention the stimulus has, but also some rather subjective elements, such as
personal motivation and resources we dedicate to one specific task.

Psychology and cognitive science also explored how memorability interacts with various
phenomena by running psychophysical and neurophysiological experiments to explore the link
between memorability and other attention-related properties. In [30] authors emphasized the
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common neural architecture of the bottom-up (reflexive and typically driven by the properties
of the observed objects) and top-down (voluntary and goal-driven) orientations to attention.
They demonstrated that memorability remains resilient to all aspects and sensations [31]. Thus,
it is truly an intrinsic attribute of an image.

Computer vision research also provided support for treating memorability as an intrinsic
property of the visual content. Several works of Isola et al. examined intrinsic and extrinsic
effects on image memorability [11]. They discovered that properties like distinctiveness [11,
8] and arousal [13, 7, 23] have a positive influence on memorability.

Inspired by cognitive and psychological research, works and studies of attention and visual
memory are found to a large extent in computer vision, for instance, studies of human capacity
for remembering object details, described in [20] or the effect of emotions on memory in [9].
Some of them studied the brain’s learning mechanisms as well. E.g., the role of amygdala in
memory. One of the most important discoveries is that human memory is imperfect, imprecise
and subject to interference; despite the fact that observers are able to remember thousands of
images, these memories lack detail. Conversely, researchers in [20] showed that long-term
memory is capable of storing a massive number of objects with details from the image —
participants of the study were correctly reporting the old item and achieving a remarkably high
performance on 92% of the trials, which demonstrates that participants successfully maintained
detailed representations of thousands of images. The significance of these results lies in their
implications for cognitive models in which capacity limitations impose a primary
computational constraint (e.g., models of object recognition) and a challenge to neural models
of memory storage and retrieval.

Reflecting on number of scientific and research achievements, primarily in the field of
cognitive science, neuroscience and psychology, a growing interest in examining the various
properties of visual media has been noted. Among the general properties that affect the way a
photo is perceived, such as quality, color and transparency, there is also the degree of picture’s
memorability. Since our research starts from the paradigm of editing photos with filters, we
were also interested to know the way psychological scientific community examined this and
we found a study in [32] which tested also the psychological reaction to the edited changes
within a photo using post-processing techniques, while the Japanese Psychological Research
published in [33] focused only on exploring the effectiveness of color in picture recognition
memory. After manipulating color saturation of the image, or in other words — presenting the
image with its original colors and also in its black and white version, it was discovered that the
recognition performance was higher with colors. These were only the beginnings of the image
manipulation tests from both technical and psychological sides, with discoveries that only
stimulated further research in this direction. Today, almost 20 years later, we are witnessing
the implementation of such findings in various fields of industry using marketing tools and
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surprise factors to arouse attention and stimulate consumers’ impulses and, consequently, to
activate their willingness to buy a particular product shown in a given photograph.

In recent years, the focus of researchers has been primarily on perception [34, 26], attention
[3], and emotional experiences when exposed to some visual content [13]. Berlyne [35] has
stated that there are two kinds of exploratory behavior, namely specific and diversive curiosity
and has cited data relating to pleasingness and interestingness of complex visual patterns in
support of his position. Eisenman [34] was testing this by varying degrees of complexity in
terms of both -pleasingness and interestingness- and has confirmed that highly complex
polygons are perceived as more interesting and the less complex polygons more pleasing.

Furthermore, Standing et al. [26] investigated perception and memory for pictures in an
experimental study by using a two-alternative forced-choice task and discovered that the image
presentation time could be reduced to one second per picture without seriously affecting
performance, as well as that the stimuli could be reversed in orientation in the test situation
without damaging recognition performance.

The relationship between emotional arousal and long-term memory has been investigated by
exposing observers to emotionally relatively neutral short stories presented in slideshow and
an emotionally arousing story. These tests were repeated after a period of time and also varied
in different experimental situations and have shown that subjects who viewed the arousal story
both experienced a greater emotional reaction to the story than did the subjects who viewed the
neutral story, and subsequently exhibited enhanced memory for the story. Moreover, they also
managed to recall more slides than the subjects who saw the neutral one, which implies that
emotional arousal influences long-term memory in humans.

The number of publications emerging from the intersection of cognitive studies, psychology,
computer science and information technology continues to grow, finding its applications also
in the field of computer science. The study of Isola, et al. [10] provided strong evidence that
memorability is an intrinsic property of the image, as opposed to the opinion prevailing in
science until that moment. This means that different observers of the same photograph show
approximately the same performance in the process of remembering and forgetting, which
challenged previously valid views in science, which underlined the importance of individual
differences [36]. This finding had a powerful impact on the cognitive theories, which used to
stress the importance of individual differences, explaining how individuals may pay different
levels of attention and employ different strategies and schemas for encoding memories
differently [37, 38], which also had a crucial role in the different topic-related theories. These
studies relied on memory pair games to provide an objective evaluation of image memorability,
which had a surprisingly low variance across trials.
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Other works showed a negative correlation between memorability and other image properties,
such as its aesthetic value [39, 40]and interestingness [41]. More precisely, Aitken et al. found
that visual interestingness positively correlates with the perceived image naturalness [42, 29]
and complexity [43, 35, 34, 44]. These studies have provided tools to detect the visual features
responsible for both memorable and easily-forgettable images. For instance, images that tend
to be forgotten lack distinctiveness, like natural landscapes, whereas pictures with people,
specific actions and events, or central objects, are reported to be far more memorable.

Works in psychology [28] investigated the link between the amount of details present in the
image known as visual complexity and human memory, reporting that high complexity reduces
the ability to focus on important visual information. Forsythe [45] examined different measures
of complexity and the extent to which they may be compromised by a familiarity bias. In [46]
researchers were trying to understand the association between color and visual complexity in
abstract images, knowing that color is one of the most important aspects of vision and that it
elicits both aesthetic and psychological responses. They discovered that images evaluated as
visually complex lead to harder differentiation between hue colors, one of the color appearance
parameters.

In our work, we are advancing the state of the art when it comes to computational models for
studying memorability, by analyzing the role of the image style. In photography, style is
interpreted by the photographer in the way they create and capture an image, i.e., the way they
use lenses, lighting, filters, the composition of the image and through various techniques for
processing the image after it has been taken. In visual arts, style is the manner in which the
artist depicts, interprets and expresses his or her vision and it frequently permits the grouping
of works into related categories. Thus, artists are trying to develop their own unique drawing
and instantly recognizable artistic styles (Fig. 2.1.).
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Modernism Impresswnisrﬁ | Abstract art
Gloria G. Bernstein Claude Monet Wassily Kandinsky
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Cubism Abstract Expressionism
Pablo Picasso Piet Mondrian Edvard Munch

Figure 2.1: Example of different types of art painting styles

Expanding knowledge about all the differences in painting styles becomes truly fascinating,
especially when placed in the context of computer vision. Despite all the complex calculations
and tasks in which AI managed to outperform humans, the potential of unlocking the
computational creativity, that is modelling and replicating creativity of humans and using Al
to generate new ideas and some novel combinations has been an open challenge for a long time.
Today we can confirm that art with Al is what enables and facilitates photographs to be turned
into artworks. Moreover, Al began to generate aesthetically attractive music and poetry too.
As Moruzzi stated in her research on Creative Al [47], further questions about the creativity
and intentionality exhibited by Al will emerge.

Since our focus is on understanding memorability, while considering the importance of image
style, we should explain what style, specific to Neural Style Transfer, really means in the
context of this work. It refers to the texture of an image which captures the geometric shapes,
all the patterns, the colors, the brush strokes in paintings or the way painters apply a brush or
palette knife. Image style is typically difficult to copy and reproduce manually. Another
concept important for the research presented here is the content of an image and refers to the
specific layout and positioning of the objects in one image.
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An optimization technique called Neural Style Transfer refers to the combination of the two: it
combines the content of an image with the style of a different image. As a result, this technique
is effectively transferring the style of an image and it is capable of generating fascinating results
that are difficult to produce manually (Fig. 2.2). In our case, the generated image has the
identical content, while the style of an image is a property that varies. To the best of our
knowledge, no works so far have investigated the problem of transferring a style to an image
in order to enhance its memorability.

a) original content b) stylized images with list of filters in the bottom

Figure 2.2: An example of photo-editing mobile application Prisma that uses Neural Style Transfer

In addition to image style, we decided to investigate the connection and relationship between
memorability and other perceptual attributes, which we perceived relevant to our work, such
as interestingness. Human interest in photos was examined through a series of psychological
experiments Gygli et al. [41] conducted, trying to explain how it relates to the extensive list of
image attributes they explored including emotional, aesthetic, content-related aspect and
memorability. The existence of a strong correlation between aesthetics and interestingness has
been confirmed, while the expected correlation of memorability with interestingness has not
been proved. This was important to verify as intuition can often be misleading, like in case of
Isola et al. [10], who showed that human prediction of what is memorable, or how the
researchers defined the assumed memorability, was negatively correlated with actual image
memorability. The development of methods for objective measuring this image property, as a
basis for any further quantitative analysis, could help overcome the lack of consensus among
researchers on this issue.
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2.2.2. Marketing perspective

Memorability is one of the terms frequently used in digital marketing to describe the ability to
memorize the processes and features offered by a website or application after leaving it and
then returning to it after a time. It is also one of the principles of usability [48], the level of
simplicity and accessibility of use, referring to what extent an application has an attractive
design and how intuitively it can be used by a new user, how easy a user interacts with the
application or any other product. Memorability is particularly important in the user experience
design process (UX), considering that a user needs some time to learn how to navigate a website
or any application and find what he searches for. Adjusting, customizing and advancing the
usability and accessibility encourages users to navigate easily and to interact and engage
effortlessly with the product they use. Memorability indicates how smooth and fluid is the
users’ navigation after a period of not using it; they should be able to remember and evoke how
to do something when they come back after a long time. High memorability is a measure of
user engagement. If it is natural, logical and intuitive, people will keep coming back. For
instance, we all have certain expectations when we swipe across the mobile screen, in other
words, we all have a mental model of how a certain user interface works and designers have a
task to facilitate mental model generation so that people can recall easily. These models serve
also to prevent users from having to investigate things from scratch with every new experience,
which is why they belong to the most important concepts in human-computer interaction (HCI).

This concept has been largely explored by the entrepreneurs and marketers in the context of
their brand memorability improvements. Mapping those specific elements able to leave long-
lasting memories should strengthen positive user experience and serve the purpose of
advertising. At first, visibility has been discovered to be the most popular indicator for a digital
campaign’s success [49]. However, visibility was not able to capture whether an ad had a
lasting effect on the consumer or not. Thus, the list of KPIs (Key Performance Indicators) of a
successful marketing campaign had to be revised.

As aresult of unifying marketing, graphic design and engineering, many attractive digital tools
have been developed. An example of one such application is Instagram, today recognized as a
photo and video sharing social network service owned by Facebook, whose primary focus was
solely on communication through images. Stylish, modernized and pivoted version of the app
simplifies the adjustments and transformation of visual content, simultaneously involving the
end-user in the media modification and organization process, with filters and hashtags,
respectively. The goal is to create visually more appealing images and videos, according to
single, individual and predominantly subjective criteria for the content “likeability”. In
addition, all posts can be shared publicly or with pre-approved followers, users can also browse
other users and- they can like each other’s content. This also raised diverse scientific interests.
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Some studies started concentrating on understanding and predicting likeability [S0] and virality
[51] of images, rather than their memorability.

Typically, products based on the philosophy of image filtering are used for modifying an image
to emphasize and highlight certain features, to remove other features, to adjust the intensity of
the effects, to smooth, sharpen or set up a new color. However, once the editing process is
complete, we cannot claim with certainty that the chances of remembering that photo will be
increased, which implies a completely different purpose of further use of the given image.

By identifying human behavior patterns, along with understanding their habits and perception
more precisely, we managed to extract some knowledge useful for a range of other applications,
such as how to use visual elements in study and training materials [52]. This further contributes
to a better understanding of factors disrupting the process of learning and memory, such as the
effect of complex material which causes cognitive saturation. Through its scientific approach
to the design of learning materials, cognitive psychology has differentiated types of cognitive
load and articulated them through the Cognitive Load Theory (CLT). This theory explains how
human attention is divided between multiple sources of visual information, which adds to the
cognitive load, making it more difficult to be memorized [53]. Similarly, once an image
observer reaches his or her cognitive capacity, they become saturated which makes it
problematic or completely impossible for the brain to further process information. Researchers
in [54] were concentrated on memory encoding to determine material-specific differences in
brain activity patterns. All these findings allow us to understand parts of images and study
material that could be easier to memorize, as well as the segments of a single video which have
the greatest memorability potential. As an outcome, a recent study demonstrated that users are
more likely to watch videos which have highly memorable and interesting video summaries
[55].

A positive correlation between memorability and popularity has also been confirmed [12],
meaning that memorable images have a higher chance of becoming more popular, which is
another interesting discovery for further marketing and brand development implementations.
Subsequent studies showed that it is possible to predict the number of views that an image will
receive on social media even before it is uploaded [56]. Other studies lead to the conclusion
that high-level concepts like the presence of faces are what contribute mostly to memorability
[39], which helped marketers implement those findings in their future campaigns, connecting
this way with their audience on a human-level, while being more distinctive from the
competitors and easier to remember. The purpose of putting a human face picture in the
billboard, or any other space for image advertising is surely to draw observers’ attention, while
the rest of the space is used for communicating the message, or simply applying the logo,
depending on the previously achieved level of brand recognition. These findings suggest that
high-level semantic attributes and features are an efficient way of characterizing the
memorability of photographs. The explanation provided reveals why certain photos are easy to
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remember, while others are quickly forgotten. However, the particular work does not exploit
the flexibility and potential of optimization techniques in modifying an image in order to
enhance specific high-level attributes, like memorability. Our paper proposes an innovative
approach to automatically increase the memorability of an arbitrary input image by changing
its style, in other words, by modifying its low-level features while preserving the high-level
content.

One of the advanced advertising strategies replaces randomly selected human faces of strangers
with celebrities (Fig. 2.3), which undoubtedly contributes to better brand recognition.
Celebrity-driven ad campaigns, known as celebrity branding or celebrity endorsement are
perceived as powerful mechanisms for brands to become more memorable.

Think different.

Figure 2.3: Iconic 20-th century personalities used in Apple’s “Think Different” campaign between
1997-2002

With the development of Al agents, campaign materials are modified in real time, which
maximizes consumer interest and message retention. Together with exploring the possibilities
of optimizing images for ad use, technologies have been developed and used by marketers to
customize their promotions [57], for example Dynamic Creative Optimization (DCO). This
display ad technology creates personalized ads and ensures that continuously change according
to each shopper’s preferences and browsing history (i.e., geolocation, similar products seen,
time of display etc.). Motorized by machine learning algorithms these forms of programmatic
advertising are helping marketers to undertake their activities using real-time technology and
decrease the uncertainty of their advertising campaigns. Using the correct format of the ad in
the right environment is what makes them viewable. However, viewability does not always
translate to memorability.
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2.3. Computer Vision and Image Memorability

Giving machines a sense of vision humans possess essentially means finding a way of
translating those human senses to a language understandable to computers. We employ our
visual system for things like navigation, the way we recognize and pick-up objects, in the
reception of light, but also in complex behaviors and human emotions. As visual information
passes through the visual hierarchy, the complexity of the neural representations increases.

Computers are able to process images, or more precisely image pixels, by essentially translating
every pixel they observe in the image into one single number. This way we can represent a
grayscale image as a two-dimensional matrix of numbers, one for each pixel in that image (Fig.
2.4).
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Figure 2.4: Image representation by the two-dimensional matrix of numbers

However, for our research we need also to consider the color images or the RGB images,
meaning that we have to represent them as three of these 2D images stacked on top of each
other for each color channel, so one for the Red, one for the Green and one for the Blue.

Typically, our motivation is to try to detect the presence of certain features in the image and to
try to extract those that we need for further analysis. To do this in a hierarchical fashion we
need neural networks, so that we can both learn the visual data and the hierarchy of those
features in order to learn those visual features.

Studies of memorability and the quality of being worth remembering relates primarily to Al-
subdiscipline of Computer Vision (CV) whose complex processes are often described by
analogy with human vision. This interdisciplinary scientific field investigates various computer
procedures used to obtain high-level understanding from digital images or videos. From the
point of understanding the human visual system, computer vision aims at developing
computational models which will automate tasks that the human visual system can do. Our
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visual cortex is fascinating on so many levels and responsible for processing and interpreting
visual data which will give certain perception and formulate our memories. It helps us
understand a lot from a very little information. For example, we can tell the whole story behind
blurred photographic scenes by utilizing that hardly visible context and connecting it with our
prior knowledge. From the engineering point of view, computer vision aims to build
autonomous systems which will perform some of the tasks [58] the human visual system can
perform. This interdisciplinary scientific field enables the information extraction from digital
images or videos [59], continuously exploring innovative ways to automate the most complex
tasks.

Naturally, the development of computer vision and progress in that domain would have been
impossible without prior progress in other fields, such as neurobiology. One significant period
in our history happened in the early 1960s at Harvard University after the breakthrough
discoveries about the visual system and visual processing of two scientists David Hubel and
Torsten Wiesel, honored by a Nobel Prize [60]. These researchers managed to record electrical
activity from individual neurons in the brains of cats and noted that specific patterns showed
in a slide projector, stimulated activity in specific parts of the brain. Inspired by this, a
neuroscientist at MIT - Massachusetts Institute of Technology David Marr [61] managed to
integrate the results from psychology, Al and neurophysiology and create new models of visual
processing. In other words, he started formulating computer vision to mimic human vision
capabilities. These are only some of the examples of the early beginnings of how we started
solving object classification, recognition and detection problems. Over time researchers
managed to design more sophisticated algorithms to organize, annotate but also to retrieve
multimedia data.

Cambridge University Press Machine Vision Textbook written by the S. J. D. Prince [62]
recognizes Computer Vision as a subfield of Al and Machine Learning (Fig. 2.5).

Artificial Intelligence

Machine Learning

Computer Vision

Figure 2.5. An overview of the Relationship of Artificial Intelligence and Computer Vision

30



State of the art computer vision techniques have generated a lot of interest in solving various
challenges in different fields of research and industry, from medicine, gaming industry or
special effects in movies, to applications in automotive industry, some other tasks such as face
detection or object recognition, available in small devices like cell phones and so, adjusted to
accommodate individual user's visual needs. In the last couple of years, the Al community has
offered a number of industry-ready solutions and some of the techniques demonstrated
incredible advancements in performance, outperforming huma-level achievements.

Concrete examples for this are coming from image and object recognition and classification
tasks, where state-of-the-art networks trained on a database of labeled images were able to
classify objects better than a human. They were developed by Andrej Karpathy? et al., who
trained on the same task for over 100 hours. Back then a PhD researcher, today the director of
Artificial Intelligence and Autopilot Vision at Tesla, Karpathy was only one of the participants
in ImageNet Large Scale Visual Recognition Challenge (ILSVRC) back in 2014, one of the
largest challenges in Computer Vision. The challenge is held annually and brings together
teams to compete and claim the state-of-the-art performance on the dataset, based on a subset
of the ImageNet dataset, collected first time in 2009. World’s leading automotive company
Tesla is continuously working on transition to sustainable energy with electric cars and is very
close to having fully self-driving vehicles, a challenging process in which computer vision and
image understanding have a largely significant role.

Although there are various computer vision applications, we will focus on the most relevant
ones for the task we are solving in this paper:

e Image Stylization — refers to a style transfer or a Neural Style Transfer (NST), the task
of learning style from one or more images and applying that style a new image, like in
the example of applying the style of famous artwork to new photographs described in
[63]; prior to NST, this image style transfer was performed using machine learning
techniques based on image analogy [64].

o Image Synthesis — this refers to the ability to produce images starting from images or
another type of information i.e., random noise, text describing the image or a feature of
the image. It is a task of generating targeted modifications of existing images or entirely
new ones by changing the style of an object in a scene or adding an object to a scene.

Before understanding details of both approaches, it is important to emphasize one significant
function they have in common, truly relevant to our work and called image-to-image-
translation. 1t is defined as translating the possible representation of one scene into another,
for instance mapping a grayscale image to RGB, or generating an image from the edges only.
This approach takes images as a conditional input, which was exactly our approach towards

3 https://karpathy.ai/
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building a deep architecture for generating a memorable picture from a given input image and

a style image as demonstrated in the Fig. 2.6.

Input image content

= Output

Input image style

Image Synthesis

Figure 2.6: Block diagram of the image synthesis process in image-to-image translation problem

The goal of image-to-image translation is to learn the mapping between an input image and an
output image (Fig. 2.7) and it has a range of applications i.e., style transfer, photo enhancement

and more.

Input image content
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Fig. 2.7: Block diagram of the image style transfer in an image-to-image translation problem
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One task that is directly related to image-to-image translation is style transfer, where the goal
is to transfer the style of one image to another, while maintaining the content of the input,
exactly as defined within the scope of our research.

Another example of image-to-image translation is super resolution where the resolution of the
input image is enhanced.

It should be noted that due to the absence of a clear borderline between image-to-image
translation and style transfer, it is not unusual to see the two concepts being used as synonyms
in different publications, especially if the translation is performed between two different
domains.

Image Stylization concerns transferring style of a reference photo to a content photo with the
constraint that the stylized photo remains photorealistic. This means that the reproduction
attempt is performed as realistically as possible, which is typically a very challenging task due
to the tendency of existing stylization methods to generate noticeable artifacts. An image
artifact is any feature that appears in the output image and has not been present in the original
one. The ability to identify the source of an artifact is related to our understanding of the
original material, which is particularly important in medical image processing, as the artifacts
can be mistaken for the pathology. There have been methods developed and proposed to
address these issues. The method in [65] consists of a stylization step which transfers the style
of the reference photo to the content photo and a smoothing step which ensures consistent
stylizations.

Artistic stylization of images is studied in computer graphics under the label of non-
photorealistic rendering, the means of generating images that do not aspire to realism [66]. It
refers also to creating an illusion of reality in the mind of the observer by combining computer
graphics with artistic techniques. The necessity of providing forms of visualization which are
non-photorealistic arises in various market segments. For instance, attracting people with
visually appealing design of houses or even only kitchens which typically requires one designer
or an artist who will create a stylized depiction of the design. In contrast, this allows an
assembly of predefined 3D objects to be designed very quickly and accurately, which can then
be provided to a rendering system from which photorealistic images can be generated.

Despite the fact that computer-generated image content has been a concept since the mid-
twentieth-century, the growth of interest and research curiosity on Image Synthesis continued
its expansion conditioned by progress and wide application opportunities in domains, for
instance in computer games, movie industry, advertising industry, virtual reality and various
social media platforms, on top of medicine, science and engineering. Consequently, numerous
methods have emerged so far. Long before the deep learning revolution that started a decade
ago, the preconditions for implementations in that domain date back to thinking machines by
Turing and other concepts fundamental to deep learning, i.e., Recurrent Neural Networks,
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back-propagation, Reinforcement Learning and Convolutional Neural Networks. Since then,
there has been a rapid development on increasingly more difficult problems and image
synthesis has improved dramatically providing the means to efficiently generate large
quantities of training data while controlling the generation process to provide the best
distribution and content variety [65]. The goal of this process of creating new images is to
respond to the deep learning application demands where synthetic data has the potential of
becoming a vital component in the training pipeline. Synthetic images are commonly used to
verify the correctness of operations by applying them to known images. Image Synthesis or
rendering in computer graphics means the process by which a virtual or geometric scene is
converted into an image and its methods can be used to create a stand-alone training dataset for
machine learning optimization. The goal is to create synthetic images that can be mistaken for
photographs. This process can be performed in different ways, with various approximations
which can affect the computational complexity and accuracy.

There are various problems related to image-to-image translation and several approaches trying
to solve those different challenges using both supervised and unsupervised methods have been
proposed. Machine learning tasks are usually divided into three broad categories, based on the
nature of the data:

® Supervised learning is the machine learning task of learning a function that maps an
input to an output based on example input-output pairs [14], or in other words,
prediction of the right answers is based on the data we gave to the computer to learn
fromi.e., training data. Each example is a pair consisting of an input object and a desired
output value (also called supervisory signal). In this approach, the model infers a
function from supervised or labeled data, which is how it got the name. Supervised
learning deals with two types of problems, namely classification and regression ones.
Yet, its major limitation is exactly the fact that it must use paired images as supervision.

o Unsupervised learning allows us to approach the problem with little or no idea about
the result, since there is not available feedback based on the prediction. This type of a
machine learning algorithm is also known as self-organized learning in contrast to
supervised which usually makes use of human-labeled data [67]. Due to the fact that no
labeled dataset is provided, the model can either learn from the existing information
according to which it can distinguish between the categories. Otherwise, in case this
information is missing or in case the model is not able to do this correctly, it follows
backward propagation for reconsidering the image. Back-propagation is the essence of
neural net training, especially in fine-tuning the weights of neural net, based on the error
rate (i.e., loss) obtained in the previous iteration.
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2.3.1. Image Manipulation

While Computer Vision aims at understanding an image and what specific image represents,
Image Processing comes in the form of Image Manipulation. Recent works have shown that it
is possible to manipulate images with the ultimate goal of altering perceptual properties like
aesthetic values [68], with a neural network designed so that it has two branches for predicting
attention and analyzing aesthetics and evoked emotions [65] by exploring new aspects of photo
and human emotions through psychovisual studies and finally — memorability [66] of face
photographs.

Wang et al. [68] from Beijing Lab of Intelligent Information Technology evaluated different
ways of adjusting and modifying perceptual properties of an image by defining the photo
cropping problem as a cascade of attention box regression and aesthetic quality classification,
based on deep learning. Basically, they examined the way people determine the parts of a
photograph they consider adequate and appropriate for a crop of a certain image after which
they proposed a deep learning-based photo cropping approach which is driven by human
attention box prediction and aesthetic assessment. The role of exploiting the attention
information was to avoid discarding important information, while the aesthetic assessment was
employed to ensure the high aesthetic value of cropping results, with the goal of imitating
human interpretation of the beauty of images. Early visual attention prediction models based
on various low-level features like color, intensity and other are being advanced with approaches
that employ also high-level features, either from person or face detectors (learned from specific
computer vision tasks). The most recent models, driven by the success of deep learning in
object recognition, are models based on attention and they commonly give very impressive
results. In general, these methods are categorized as attention-based (with an aim of preserving
the main subject and visually important area) or aesthetic-based models (emphasizing general
“attractiveness” of the cropped image). In their approach, Wang et al. decided to predict an
attention bounding box, which covers the most informative regions of the image. Finally, these
researchers evaluated the whole cropping model on two publicly available image cropping
datasets and achieved superior performance in comparison to the state-of-the-art, regardless of
the limited availability of training data for photo cropping.

Understanding that an image is able to evoke a deeply strong emotion in the observer,
psychovisual studies were exploring new aspects of photos and human emotions. Knowing that
by using different filters and photographing techniques the same exact image can elicit largely
opposite emotions, researchers were fascinated and strongly motivated to mimic this process
and understand its details. Peng et al. [65] showed that different people have different
emotional reactions to the same image, which was a completely new discovery, opposite to the
previous ideas about a single dominant emotion for each image. Their studies showed also that
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the same person may have multiple emotional reactions to one image. And so, they stress out
that predicting emotions in “distributions” instead of single dominant emotions is important for
many applications. Furthermore, they showed that not only can we change the emotions
initially evoked - by adjusting the tone of the color and texture related features, but more
importantly that we can also choose in which “emotional direction” this change will go, by
selecting a target image. And so this work has introduced the idea of representing the emotional
responses of observers to an image as a distribution of emotions, while they also described
methods for estimating that emotion distribution for an image and finally a method for
modifying an image so that it pushes the emotions evoked towards a target image.

Knowing that face photographs are expected to be remembered, either because of personal
relevance, images commercial interests or because pictures were intentionally and consciously
designed to be memorable, Khosla et al. [66] decided to examine the possibility of making a
portrait more memorable or more forgettable in an automatic way. Researchers provided a
method to modify memorability of individual face photographs, while keeping the identity and
other facial traits of the individual fixed, like the age, attractiveness and emotional magnitude.
In a crowd-sourcing experiment and with an accuracy of 74%, they showed that face
photographs manipulated to be more memorable or more forgettable are indeed more often
remembered or forgotten.

Evaluating, quantifying and modifying the memorability of faces has already found broad-
spectrum implementations within computer vision and graphics, one of them is certainly
mnemonic aids for learning — formula or rhyme used as an aid in remembering, strategies
designed to help students improve their memory of important information by connecting new
learning to prior knowledge through the use of visual (and acoustic) cues; other applications
are in photo editing apps for social networks and other various tools for designing memorable
advertisements.

As one of the most enigmatic properties of an image, emotiveness, defined as the ability to
trigger an emotional reaction in the viewer [65], has been also studied with an aim of expanding
empirical evidence about the role emotions play in the image retrieval process. In our part of
the emotion research process, while working on this study, we have applied the most recent
discoveries in the affective science, the study of emotions or affects, in order to classify
emotions and understand the emotion elicitation, emotional experience and the recognition of
emotions. While exploring the dimensional models of emotions in modern psychology, we
discovered one thing all these models had in common: the attempt to conceptualize human
emotions by defining their exact position in two or three dimensions. Furthermore, most
dimensional models incorporate valence and arousal or intensity dimensions, which is why we
found a number of papers proposing novel approaches in this direction.
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A methodology [69] based on semantic-segmentation was proposed to modify the valance-
arousal score of images with natural scenes. Khosla et al. [12] showed that by removing visual
details from an image through a cartoonization process (i.e., cartooning), its memorability score
can be modified. However, these researchers did not provide a methodology to systematically
increase the memorability of pictures. The same group [66] demonstrated also that it is possible
to increase the memorability of faces, while maintaining the identity of the person and
properties like age, attractiveness and facial expression.

Yet, to the best of our knowledge, our work is the first to attempt to automatically increase the
memorability of generic images, not only faces. We cast the problem of increasing image
memorability as a problem of selecting the most “memorabilizable” style filters, thus,
addressing the task of image manipulation under the popular “editing-by-applying-a-filter”
paradigm. There are a number of these easy-to-use apps that contain multiple filters which are
helping users improve and get the most out of their images, but none of the existing apps
enables automatic memorability increase of an image a user wishes to edit, adjust and
manipulate before posting in publicly available platforms. Users are exposed to image editing
tools and various easy-to-use filters advertised as mechanisms which will make their photos
and videos more “visually appealing”, not more memorable.

In a similar line of though, researchers wondered how to accurately predict which images will
be remembered and which will not. Recent experiments showed near-human performance in
estimating, measuring and predicting visual memorability, when MemNet, a model trained on
the largest annotated image memorability dataset, LaMem, is concerned. Details will be
presented in the next Chapter.

2.3.2. Neural Style Transfer

Style Transfer is a computer vision technique that enables recomposing the content of an image
in the style of another. It is a particular application of image-to-image translation where the
goal is not to translate from one image domain to another, but to create a new picture by
“merging” the two different images, namely content and style image. What Style Transfer
practically does is that it takes two images, a content image and a style reference image, and it
blends them together so that the output image preserves the fundamental elements of the
content image, while appearing stylized with the style reference image (in the style of that
image). Style Transfer is an example of Image Stylization, an image processing and
manipulation technique that has been studied within the field of non-photorealistic rendering.
Some examples of Style Transfer images are shown in the picture below (Fig. 2.8).
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Figure 2.8: Different examples of Style Transfer. Images in [70]

However, if we think of solving the challenge of transferring style between images in a
traditional way, with a supervised learning approach, then a learned Style Transfer would have
required a pair of input images, namely one original image and an artistic representation of that
original image and from there a machine learning model learns the transformation and is able
to apply it to new images. From a practical perspective, this approach does not have many
advantages, caused by the absence of all those image pairs, and so the new path has been
created, called the Neural Style Transfer (NST).

An image style is defined typically as a texture. It is similar in the whole picture, in its different
parts and it is repeated across the image, while the content is composed of local features which
represent the shapes of the objects in those images. Here we can explain the goal of the Style
Transfer and that is to mix the two different features together.

An excellent example of image Neural Style Transfer was offered by a group of authors led by
Leon A. Gatys [63] who tried to imagine the way one photo might look like if it was painted
by a famous artist like Vincent van Gogh, Edvard Munch, Pablo Picasso or Wassily Kandinsky.
Indeed, this is the first example of the style transfer that was able to produce impressive results.
These researchers decided to combine the content of a photograph with the style of several
well-known artworks by employing deep neural networks that can turn it into a reality and
allow these transformations. The images were created by finding an image that simultaneously
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matches the content representation of the photograph and the style representation of the artwork
(Fig. 2.9).

The original photo The Shipwreck of the Minotaur by ]. M.W.
Turner, 1805.

Der Schrei by Edvard Munch, 1893.

Femme nue assise by Pablo Picasso, 1910. Composition VII by Wassily Kandinsky, 1913.
Figure 2.9: [63] The original photograph depicting the Neckarfront in Tubingen, Germany is shown in

“A” (Photo: Andreas Praefcke). The painting that provided the style for the respective generated
image is shown in the bottom left corner of each panel.
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Essentially what Gatys et al. [63] achieved is an impressive result of a difficult image
processing task, particularly rendering the semantic content of an image in different styles.
Arguably, a major limiting factor for previous approaches has been the lack of image
representations that explicitly represent semantic information and therefore allow to separate
image content from style. Transferring style from one image to another is considered to be a
problem of texture transfer, where the goal is to synthesize a texture from a source image, while
constraining the texture synthesis in order to preserve the semantic content of a target image.
Most previous texture transfer algorithms [71, 70] that managed to achieve remarkable results
still struggled with the same limitation — all of them used only low-level image features of the
target image to inform the texture transfer. The fundamental contribution this research provided
is that they managed to find image representations that independently model variations in the
semantic image content and the style. These representations derived from convolutional neural
networks, optimized for object recognition, which makes high-level image information
explicit.

Neural Style Transfer therefore facilitates separation and allows recombination of the content
of one image with the style of another, enabling this way the production of new images. In
practice: a selfie would supply the content and the Picasso’s painting would be the style
reference image, so the output result would be our self-portrait that looks like “Picasso’s
original” (Fig. 2.10).

Output image

Fig. 2.10: Image modification with Prisma application
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Not exactly. These limitations are caused by imprecise definitions of what exactly illustrates
the style of an image i.e., the brush stroke in a painting, the color map, some shapes, or a
composition of a scene in the stylized image, or even the subject of the image. Consequently,
it is not clear if the image content and style can be separated completely in the first place. Style
Transfer implementations are limited to a pre-selected list of styles, due to the requirement that
a separate neural network must be trained for each one of them.

Despite being defined as flexible, since it was able to work with any content or style image,
the proposed algorithm was defined as “expensive”, because it requires an optimization phase
for any run.

Nevertheless, these findings are still inspiring considering the way the neural system
automatically learns image representations that allow (at least to a certain extent) the separation
of the two, the style of the image from the content of image.

These advances are also allowing almost anyone to enjoy the process of creating an artistic
image and some users also to make business out of it, not only by creating popular applications
to simplify the utilization of these transformations but also to sell the Al artworks. In 2018
Christie’s became the first auction house to offer a work of art created by an algorithm. The
portrait in its gilt frame depicting a portly gentleman, created fully by an Al algorithm, has
been sold for $432,500 (Fig. 2.11). This fact could serve as an additional empowerment to all
people to try out the existing apps and explore their own creativity, while playing with Style
Transfer.

= £ [toy(0) « £, Loy (4 D500

Figure 2.11: A portrait produced by Artificial Intelligence
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Previous decade has shown some revolutionary advances in Computer Vision. By using Deep
Neural Networks (DNN), this area offered not only the most accurate object detection and
image segmentation methods, but it also advanced the prediction of the outcome of various
events, and consequently modified the human-computer interaction (HCI). An example for this
is Prisma, a photo-editing mobile application that uses neural networks and artificial
intelligence to apply artistic effects to transform images. Prizma's art filters allow their users
to apply the style of the most famous painters, such as Picasso or Salvador Dali to any photo.
User interactivity with Prizma leads to the transformation of random photography into a real
work of art, similar to original style of these famous artists. Amazed by the interesting interplay
between content and style of an image and even more interesting outcomes offered by this
application, it achieved a record number of downloads by 7.5 million users only one week after
its launch [70]. This application was inspired exactly by the DNN Computer Vision models,
where a computer system uses neural representations to separate and recombine content and
style of arbitrary images, providing a neural algorithm for the creation of artistic images [63].

Following the development and the evolution of Style Transfer research, from single and
multiple style models [72] to arbitrary-style approaches, it becomes clearer what the
possibilities are and what is the trend of further development and Style Transfer employment.
Training one such model requires two networks, one pre-trained feature and a transfer network.
In this process, some layers learn to extract the image content (i.e., shapes or positions of the
objects in the images), while others learn to focus on texture and patterns (i.e., brush strokes of
a painter). Essentially, by running the two images through a pre-trained neural network, Style
Transfer is comparing the similarity between the pre-train network’s output at multiple layers.
Those images that provide similar outputs at one layer of the pre-trained model are expected to
have similar content and at this stage we can easily compare the content and the style of two
images but we are still not able to create an output or the stylized image. This happens in the
next stage when the transfer network or the image translation network, takes one image as input
and outputs another image. Typically, style transfer networks have an encode-decoder
architecture.

Training starts with running several style images through the pre-trained feature extractor and
the outputs at various style layers are saved for the later comparison. The same procedure
applies to each content image, they pass through the pre-trained feature extractor where outputs
at various content layers are saved likewise. The content image then passes through the transfer
network and it outputs a stylized image. Running through the feature extractor itself, the
stylized image then outputs both the content and style layers.

During this process, our goal is to optimize the complete transformation action and to make the

most effective use of a resource we have. When using an arbitrary image as an input, like in
our case, this part is particularly challenging and the goal is to make the decision which will
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help us minimize the loss function, the function that maps an event or values of the variables

into a real number [73], intuitively representing some “cost” associated with the event. This
translates into the quality of the stylized image after the transformation process, which is
exactly defined by a loss function; both the extracted content and style features of the stylized

image are compared to the original content image and the reference style image. In this process,
the weights of the pre-trained feature extractor remain fixed. However, if we decide to change

the weights, we will achieve different stylization in the output image, which will have a direct
influence on the quality of this image.

There are too many possibilities for building neural network architecture. Yet, if we are to
define several directions which helped us in our research, we should start with:

Single style per model, in research conducted by Johnson et al. in 2016 [74] who were
the first to train an independent neural network to stylize images in a feed-forward
(single) pass. These researchers were considering the image transformation problems
by combining the benefits from all previous approaches and training a feed-forward
network for image transformation and real-time optimization tasks. In their approach,
a single transfer network is trained for each desired style.

Multiple styles per model — an option for blending more than one style together was
published a year later by Dumoulin et al. in [25], when researchers investigated the
construction of a deep network that can capture the artistic style of a diversity of
paintings and demonstrated that such a network generalizes across the diversity of
artistic styles.

Arbitrary styles per model — research conducted by Huang et al. in [75] addressed
limitations of Neural Style Algorithm introduced by Gatys et al. [63]. In particular,
Huang et al. criticized the slow iterative optimization process, which directly influences
practical applications of the Neural Style Algorithm which Gatys et al. proposed. The
attempt to speed-up the style transfer process with a feed-forward network caused
another issue — an inability to adapt to arbitrary new styles. An effective approach which
enabled arbitrary style transfer in real-time was proposed by Huang et al. and at the
heart of their method there was a novel adaptive instance normalization layer, which
helped their model achieve speed comparable to the fastest existing approach. In
essence, the model learns how to extract and apply any style to an image, which was
the limitation of both single and a multi-layer style transfer models which were able to
produce only images of those styles that they saw and learned during the training time.

All these findings assisted in our definition of the most suitable approach, considering both the
limitations underlined in the recent publications, as well as the most advanced models

developed so far. Cases for style transfer vary depending on the impact required from one
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specific industry, i.e., commercial art, gaming, virtual reality or photo editing applications. In
our case, improving the existing photo editing tools by employing the style transfer was an
initial inspiration, since they can be made very small and fast enough to run directly on mobile
devices, which multiplies the range of potential applications.

Particularly relevant to our research is the interaction between high-level and low-level
features. By changing the style of an image, or in other words modifying its low-level features,
our goal is to preserve the high-level content. Thus, choosing the most appropriate images for
the stylization process is a very important task and what makes an abstract art convenient for
our research is the fact that it relies mostly on texture and color combinations. This is suitable
when we want to target the automatic modification of low-level features, considering that:

e Low-level features are the texture, regions of the image, its edges, surfaces;
e High-level features include objects, scenes and events in an image.

While previous studies on automatic prediction of memorability from images paved the way
towards the automatic recognition of image memorability, many questions are still open. For
instance, is it possible to increase the memorability of an image while keeping its high-level
content?

The link between memorability and style-related cues, like colors, has been previously
explored and those studies reported that harmonious colors appear to be more memorable [76].
Other works offered a path towards an algorithmic understanding of not only the way humans
create but also the way they perceive artistic imagery, by using the art theory of color
combination to analyze emotions in abstract paintings [24].

Advances in computer vision research have not only allowed us to measure image
memorability but have also demonstrated automatic prediction of this property through
advanced deep learning models, providing the accuracy approximate to human performance
[12]. These pioneering steps in the research and development of methods for analyzing image
memorability have opened up the possibility of further combining data, i.e., style of
photography, such as colors and textures, with its basic content in order to create models
according to which memorability could be calculated, predicted and then automatically
increased.

The pioneering work on Neural Style Transfer, described in [77], has been followed by many
other studies, mostly addressing its limitations in terms of computational cost. In particular,
study in [72] managed to reduce dramatically the time required for stylization, despite
introducing the constraint that only a prefixed number of styles can be adopted. Some other
researchers [73], proposed a style transfer method which is fast and works with arbitrary styles.
Other research studies proposed modifications on the original style transfer framework [77] in
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order to adapt it to different applications, such as photorealistic [74] and semantic [25] style
transfer.

More recent works [75] addressed the problem of improving the quality of the stylized images,
considering second order statistics for style representation. Other works emphasized the
problem of style transfer in videos [78], proposing methods which generate multiple frames
with a specific style while ensuring temporal coherence. Common problem of applying a
trained style transfer model to frames of a video is so-called flickering. Flicker is a visible
change in brightness between cycles displayed on video displayers, caused by even the smallest
changes and noise from frame to frame in a video. To solve this challenge, Gao et al. proposed
a stable style transfer model in [79] able to generate coherent style transfer videos while
maintaining the styles.

Some other works proposed an efficient technique for zero-short style transfer, like in [80],
transferring arbitrary style into content images. Researchers proposed a style decorator which
makes up the content features by semantically aligned style features from an arbitrary style
image. They also started from a dilemma of the efficiency of style transfer for arbitrary styles
and after conducting experiments, their results demonstrated the superiority of the method in
generating arbitrary stylized images.

The complexity of learning models which have been developed to resolve different tasks kept
rising as more and more fascinating models were created. The Generative Adversarial Network
(GAN) belong to a group of models of this type, due to its ability to generate new data that
closely resembles the examples used during training. This contributed largely to solving the
challenging problems in computer vision, such as image-to-image translation and style transfer
tasks. Since GANs are not only used by computer scientists but also by the artists, when used
for artistic purposes, they are also called Creative Adversarial Networks (CANSs).

Existing approaches using feed-forward generative networks for style transfer, either multi-
style or an arbitrary-style transfer, usually suffer from poor image quality. Zhang et al.
presented in [75] a Multi-style Generative Network (MSG-Net), which achieved both a real-
time performance and a superior image quality compared to state-of-the-art approaches. The
purpose of MSG-Net is to retain the functionality of earlier optimization-based approaches,
while ensuring real-time processing and both goals were achieved.

Nevertheless, to the best of our knowledge, no previous works on deep stylization were

focusing on modifying images in order to enhance specific high-level attributes, such as
memorability.
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Chapter 3

METHODOLOGY

In this section we introduce the proposed framework designed to automatically increase the
memorability of an input image. We designed our method so that the process of generating
highly memorable stylized images is performed in an efficient way. In its essence, the proposed
approach exploits Neural Style Transfer methods to create stylized images, while preserving
most of their high-level content. In our framework the process of stylization is driven by a
specific module which ensures that the generated images have increased memorability and that
most of the high-level content of the original images is preserved.

This section provides the methodological overview starting from the basic concepts that led to
the development of our model. Then, the procedure used to train and test such a model is
described, as well as the systematic and experimental activity conducted with the aim of
obtaining a comprehensive understanding of how the model works. Finally, we present the role
of datasets and training procedures in the final results, along with the details related to the size
and the construction of all sets of data used during the research work on this thesis.

3.1. Overview

This dissertation focuses on exploiting knowledge from the most recent studies on
memorability, from the collection of image datasets specifically designed to study
memorability, to user-friendly techniques used to annotate these data with memorability scores.
All this with an aim of setting up the framework for developing tools to automatically increase
the memorability of photographs by changing and modifying their style by manipulating low-
level features while preserving high-level representations.
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Figure 3.1: lllustration of the main idea behind the proposed framework

Figure 3.1. shows our proposed novel approach for increasing the memorability of images,
inspired by editing-by-filtering framework. Given a generic, natural image (left — original
image), our approach automatically finds the best style filters, i.e., the “style seeds” (central
part of the image) which increase an overall memorability score of the input image the most.
Style filters are sorted by corresponding predicted memorability increases. Memorability
scores in the range [0,1] are placed in the bottom right corner of each image.

Our method relies on three deep networks. First one is the Synthesizer network, used to
synthesize a memorable image from the input picture and a style picture. A second network
acts as a style Selector and it is used to retrieve the “best” style seed to provide to the
Synthesizer, (i.e., the one that will produce the highest increase in terms of memorability) given
the input picture. To train the Selector, pairs of images and vectors of memorability gap scores
(indicating the in- crease/decrease in memorability when applying each seed to the image) are
used. A third network, the Scorer, which predicts the memorability score from a given input
image, is used to compute the memorability gaps necessary to train the Selector.

The starting point and the inspiration for the development of a new methodological framework
and a special tool which will allow the automation of the entire process came from the recent
discoveries from the Massachusetts Institute of Technology (MIT). A group of researchers
from the Artificial Intelligence Lab have developed a method to modify the memorability of
human face photographs [66] while maintaining the identity of persons and other facial features
such as age, attractiveness and mapped emotional intensity, so-called emotional magnitude,
[81] referring to the intensity of emotion expressed in faces.

The approach developed within research conducted for this thesis relies on the Neural Style
Transfer method to create stylized images, with certain modifications which are necessary for
enabling the memorability increase, along with the original image content preservation.

These two were the efficiency criteria used. Our approach co-articulates three main
components, namely:
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1) The seed Selector (Sl, marked as R)
2) The Scorer (Sc, marked as M)
3) The Synthesizer (Sy - S)

Thus, we refer to it as §% or S-cube. In order to give a general idea of the overall methodological
framework. We illustrate the pipeline of S-cube in Figure 3.2.

-
o
A 4.’16
= | [dvlles =
[ |
|
Synthesized

B ) N Images
o § = —1ages Input |,
MLl -4

Seed Images Training J  Test )

])
j\

]

Style seeds
ranking

R,(1,)
R2(1,)

R1,(01)

=

Scorer

Selector

L

L
d[ Selector

ﬂ[ Synthesizer j

4

Figure 3.2: An overview of method developed for the purpose of this research.

At training time, the Synthesizer S and the Scorer M serve to generate the training data for the
seed Selector R. Precisely, S and M are used to produce images from many input image-seed
pairs and to score these pairs, respectively. Each input image is then associated with the relative
increase or decrease of memorability for a new image and therefore rank the seeds according
to the expected increase. The training data is highlighted with a red dotted frame in the Fig.
3.2. At test time, the seed Selector is able to retrieve a sorted list of style seeds for each new

image, based on the predicted memorability increase Rg (Iy), giving them further to the

Synthesizer.

The Selector R is the core of the suggested approach: for a generic input image I and given a
set of style image seeds S, the Selector retrieves the subset of S which will be able to produce
the largest increase of memorability. In details, the seed Selector predicts the expected increase
or decrease of memorability that each seed S € § will produce in the input image I and
consequently it ranks the seeds according to the expected increase of memorability. At training
time, the Synthesizer and the Scorer are used to generate images from many input image-seed
pairs and to score these pairs, respectively.
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Each input image is then associated with the relative increase or decrease of memorability score
obtained with each of the seeds. With this information, we can learn to predict the increase or
the decrease of memorability for a new image, and therefore rank the seeds according to the
expected increase. Indeed, at test time, the Selector is able to retrieve the most memoralizable
seeds and give them to the Synthesizer.

We subsequently created an extended version of the original method where we learn how to
predict not only the most memoralizable seeds but for each seed we also automatically compute
the optimal degree of stylization.

3.2. The S-cube approach

Training Phase

During the training phase the three models are learned, the Scorer (Sc - M), the Synthesizer (Sy
- S) and the seed Selector (S - R). The Scoring model Sc returns the memorability value Sc(I)
of a generic image I and it is learned by means of training set of images annotated with
memorability:

M = {I{W’mi}{=1

In addition to this training set, we also consider a generating set of natural images:
— (JGG
g - {Ig }g=1

and a set of style seed images:
S = {Ss}§=1

The Synthesizer produces an image from an image-seed pair,
Iys = Sy(I5,Ss) (1)

The Scoring model Sc and the Synthesizer Sy are the required steps to train the seed Selector
SI. Indeed, for each Ig € G image and for each style seed Sg¢ € § the synthesis procedure

generates Iy;.

The Scoring model is used to compute the memorability score gap between the synthesized
and the original images:
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m3s = Sc(I45) — Sc(15) (2)

. . s .
The seed-wise concatenation of these scores, denoted by m3¢ = (mgg)s_l is used to learn the

seed Selector. Specifically, a training set of natural images labeled with the seed-wise
concatenation of memorability gaps is constructed:

R = {1, m§Y¥,

The process of seed selection is casted as a regression problem and the mapping R between the
image and the associated vector of memorability gap scores is learned. Once the Selector is
trained on R, it is able to estimate the vector of memorability gaps for a test image, which is
much faster than running the Synthesizer and the Scorer S times (one per seed).

The memorability gap vector provides a ranking of the seeds in terms of their ability to
memorabilize images (i.e., the best seed corresponds to the largest memorability increase).

Test Phase

During the test phase and given a novel image I, the seed Selector is applied to predict the
vector of memorability gap scores associated to all style seeds, i.e., m, = S/ (I,). A ranking of
seeds is then derived from the vector m,. Based on this ranking the Synthesizer is applied to

the test image I, considering only the top Q style seeds S, produces a set of stylized images:
{Iqs}g=1 .

3.2.1. The Scorer

The Scoring model Sc returns an estimate of the memorability associated to an input image I.
In our work, we use the memorability predictor based on LaMem dataset in [12] which is the
state of the art to automatically compute image memorability. LaMem is the largest annotated
image memorability dataset to date, containing images from diverse sources with memorability
scores from human observers. This dataset is almost 30 times larger than the previous one
introduced by Isola et al. in 2014 in [39].
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In details, following the same research, we consider the AlexNet CNN model as pre-trained in
[82] named Hybrid-CNN. AlexNet* is the name of a Convolutional Neural Network (CNN)
designed by Alex Krizhevsky et al. who competed in the ImageNet Large Scale Visual
Recognition Challenge in 2012 and demonstrated that a deep convolutional network can be
used for solving image classification problem. Today it represents one of the most influential
papers in the field of computer vision (according to Google Scholar, as of 2020, AlexNet paper
has been cited over 70.000 times). Hybrid-CNN was fine-tuned and trained to classify more
than a thousand categories of objects and scenes.

Therefore, the network is pre-trained first for the object classification task (i.e., on ImageNet
database) and then for the scene classification task (i.e., on Places dataset).

Then, we randomly split the LaMem training set into two disjoint subsets of 22,500 images
each, Mand E.

We use the pre-trained model and the two subsets to learn two independent scoring models Sc
and Ev. Starting from the pre-trained model, we minimize the Euclidean distance of the scores
on each subset of LaMem, thus learning two independent scoring models Sc and Ev. While Sc¢
is used during the training phase of our approach, the model Ev is adopted for evaluation,
described in more details in the next Chapter. For training, we run 70k iterations of stochastic
gradient descent with momentum 0.9, learning rate 103 and batch size 256.

3.2.2. The Synthesizer

The Synthesizer takes as input a generic image I, and a style seed image S, and produces a

stylized image I3 = S y(lg, S ys). In this work we consider two different neural style transfer

methods to implement the Synthesizer, namely the approach in [83] and the most recent method
in [73].

Ulyanov et al. emphasized the problem related to slow and memory-consuming optimization
process presented by Gatys et al. [63] and proposed an alternative approach: given a single
example of a texture, this approach trains compact feed-forward convolutional networks to
generate multiple samples of the same texture of arbitrary size, as well as to transfer artistic
style from a given image to any other image. In practical terms, Ulyanov et al. managed to
maintain the quality of the textures, only generated hundreds of times faster.

4 https://en.wikipedia.org/wiki/AlexNet
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The strategy proposed by Ulyanov et al. in [83] consists of training a different feed-forward
network for every seed. In this work, as seeds we use 100 abstract paintings from the
DeviantArt database [84] and therefore train § = 100 networks for 10k iterations with learning
rate 10-2. The most important hyperparameter of the style transfer method in [83] is the
coefficient o, which regulates the trade-off between preserving the original image content and
generating something closer to the style image (see Fig. 3.3). In our experiments we evaluated
the effect of o on the creation of highly memorable images, which we will describe in more
details in the next Chapter 4.

0.5

Figure 3.3: Increasing image memorability with Neural Style Transfer: Sample stylized images

In Figure 3.3., we present sample stylized images on the right, while the original images and
applied style seeds are shown on the left side. Synthesized images are obtained with the
method proposed by Ulyanov et al. in [83] at varying a.
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I, Ss [111] [112]

Figure 3.4: Increasing image memorability by using Ulyanov et al. [111] and Huang et al. [112]
methods.

Figure 3.4. represents a sample stylized images, where original images are marked as I, style

seeds we applied are labeled as Sy and stylized images obtained using as our Synthesizer the
methods described by Ulyanov et al. [83] and Huang et al. [73].

It is worth noticing that the methodology proposed in this research is independent of the
synthesis procedure. Indeed, while working on the research tasks, we also tried some other
methods, namely Gatys et al. [63] and Li et al. [79] as well recently proposed by Huang et al.
[73], which achieves very good stylization performance while keeping the computational
complexity low.

Method proposed by Gatys et al. in [63] focuses on neural image representations that are
contributing to the semantic image understanding, or in other words understanding the meaning
of the objects and the image scenery. And while a human brain is very good at achieving these
results and understanding, there is a very complicated computation behind. Everything needs
to be translated into a pixel information, which then needs to be transformed into patterns of
neural activity.

The great success which managed to unlock the huge number of possibilities happened in 2012,
where we had an artificial neural system able to perform the same computation as the human
visual system, or at least an amazing performance that we had not seen before.
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The system was introduced by Alex Krizhevsky et al. [80]. Its basic assumption, followed by
anumber of evidences from neuroscience, was that this great near-human performance happens
thanks to the correspondence of the neural representations in the brain and the hierarchical
structure of the single units which are performing this computation. In practical terms, this
opened up a number of Image Manipulation possibilities, since it enabled our access to all the
neurons and the complete neural representation of an input image. Consequently, we are able
to change and modify the neural representation of the image.

This discovery opened up a question of finding a corresponding image that would lead to
certain neural representation and by finding this image, we can achieve the desired change in
the artificial neural network. CNN Gatys et al. used in the study is VGG 19-layer network,
trained for object recognition in images. The network consists of two basic operations, one of
which is called rectified convolution, with a small 3x3 convolution kernel and the second which
is the downsampling mechanism based on Max-pooling.

Practically, what is happening between the input image and the first convolutional layer is that
the neural network has a collection of features that are extracted from the input image. The
amount of information about the actual pixel values that is preserved in feature representation
could be visualized in feature maps and by trying to find a new image, the criteria Gatys et al.
decided to set was to find the same feature maps. In the lower layers, this information about
the actual pixel values of the input image is preserved (pictures correspond to the original one),
but by observing the higher layers, it is easy to spot the information loss (about the actual pixel
values), while the object observed in the image, even in the higher layers, is still there, as well
as the general structure of the scenery. Essentially, they use these features in the higher layers
to extract the content of the image.

The second part of the algorithm is a texture model (related to the style of the image) that Gatys
et al. build on top of the feature maps. After preserving the content, the second task of the
neural style transfer is to extract the texture (i.e., the colors, the structure of the image). Gatys
et al. do this by computing correlations between the feature maps, in each of the layers of the
image.

Another method we considered for this research was proposed by Huang et al. [73], previously
described as capable of achieving a very good stylization performance while keeping the
computational complexity low, which is important in our framework since the Synthesizer is
also used to generate the training set for learning SI.

Images are depicting some sample stylization results obtained using the two style transfer
methods considered in work [83] and [73].
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3.2.3. The Seed Selector

Given a training set of natural images labeled with the vector of memorability gaps:
R = (IS, m$S_,

the seed Selector S/ is trained minimizing the following objective:
G

Lg = Z L (SI(I§), mse 3)

g=1

In this equation, the £ is a loss function which measures the discrepancy between the learned

vector S l(Ig) and memorability gap scores mgc.

This approach has several advantages:

e First, we can very easily rank the seeds by the expected increase in memorability they
will produce if used together with the input image and the synthesis procedure.

e Second, if several seeds have similar expected memorability increase, they can be
proposed to the user for further selection.

e Third, if all seeds are expected to decrease the memorability, the optimal choice of not
modifying the image can easily be made.

e [Fourth, once Sl is trained, all this information comes at the price of evaluating S/ for a
new image, which is cheaper than running Sy and Sc S times.

Although this strategy has several advantages at testing time, the most prominent drawback is
that, to create the training set R, one should ideally call the synthesis procedure for all possible
image-seed pairs. This clearly reduces the scalability and the flexibility of the proposed
approach. The scalability because training the model on a large image dataset means generating
a much larger dataset (i.e., S times larger). The flexibility because if one wishes to add a new
seed to the set S, then all image-seed pairs for the new seed need to be synthesized and this
takes time. Therefore, it would be desirable to find a way to overcome these limitations while
keeping the advantages described in the previous paragraph.

The solution to these issues comes with a model able to learn from a partially synthesized set,

in which not all image-seed pairs are generated and scored. This means that the memorability
gap vector mé,” has missing entries. In this way we only require to generate enough image-seed
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pairs. To this aim, we propose to use a decomposable loss function £. Formally, we define a

binary variable w,. set to 1 if the gs-th image-seed pair is available and to O otherwise and
y gs g g p

rewrite the objective function in (3) as:

G S
L= )" wga(SL(15), m )

g=1s=1

where S/ is the s-th component of S/ and 1 is the square loss. We implement this model using
an AlexNet architecture, where the prediction errors for the missing entries of mgc are not
back-propagated. After exploring approaches of combining predictions of numerous models
with an aim of reducing errors and after considering the cost in time-consuming terms, we
discovered an efficient version of model combination, presented as a technique called
“dropout” which consists of setting to zero the output of each hidden neuron with probability
0.5. The neurons which are “dropped out” do not contribute to the forward pass and do not
participate in back-propagation. The reason Krizhevsky et al. [80] employed this regularization
method was inspired with an idea of reducing overfitting in the fully-connected layers while
training a DNN to classify the 1.2 million high-resolution images.

To do so in our research, we considered the model presented in [82] by Bolei et al. where they
pre-trained Hybrid CNN by combining the training set of Places CNN and ImageNet CNN,
removing the overlapping scene categories and provided a visual representation of the CNN
layers’ responses (Fig. 3.5), demonstrating that an object-centric network using ImageNet and
a scene-centric network using Places, learn different features. This helped us understand
differences in the internal representations of object and scene networks.
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Fig. 3.5: Visualization of the units’ receptive fields at different layers for the ImageNet CNN and
Places CNN presented by Bolei et al. in [82]. Conv I units contain 96 filters. The Pool 2 feature map
is 13x13x256. The Pool 5 feature map is 6x6x256. The FC7 feature map is 4096x1 .

Acknowledging that the deep features from the response of the Fully Connected Layer - fc7 of
the CNNs, the final fully connected layer before producing the class prediction, have only
minor difference between the feature of the fc6, we decided to fine-tune only the layers fc6,
fc7, conv5, conv4 using a learning rate equal to 10-3, momentum equal to 0.9 and batch size
64. Our choice of Hybrid-CNN is considered more appropriate when dealing with generic
images in our case, due to the fact that the network is pre-trained both on images of places and
objects.

3.2.4. Learning the Degree of Stylization

In the S-cube method described above, the parameter o used by the Synthesizer and regulating
the trade-off between content and style is assumed to be fixed and is defined a priori. In this
section we introduce an extended version of S-cube, where the seed Selector is also able to
predict the optimal a value, i.e., the optimal degree of stylization, for a given image-seed pair.
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To this aim we modify the implementation of the seed Selector and train it by using an
augmented training set generated with the Synthesizer.

Specifically, by considering explicitly o we rewrite the previous equation in (1) denoting the
stylized image as Igs = S y([ &S, a). The memorability score gap between the synthesized and
the original image in (2) is denoted as mjS, = Sc(I%) — Sc(I§) and m3§ indicates the vector
of the score gaps for all styles and a given value of a.

Assuming that the set A of the possible values of a is finite, for implementing the Selector we

propose to learn different deep network models, each corresponding to a specific degree of

Sc

stylization a and computing for each image I the associated memorability gap vector myg.

However, if the cardinality of the set A is large, learning different models may be inefficient

both in terms of memory and computational cost. To address this issue, we resort to a multi-
task learning framework, inspect the pretrained Hybrid CNN model and implement the
different network models, restricting them to share the same parameters in the convolutional
block and differ only in the fully connected layers. Our assumption is that the learned models
are related as their training sets have been generated with the same style seeds and images.

In our experiments we considered three different values of o, i.e., a0 € A={0.5,2, 10}.

This means that, for instance, for generating the augmented training set for the Selector with

the method in [83] we use S = 300 networks, one for each pair of a value and style S;.
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3.3. CNN Architecture

Fully connected neural networks or dense neural networks consist of multiple hidden layers
and each of the hidden layers is densely connected to its previous layer. Densely connected

precisely means that every input is connected to every output in that layer (Fig 3.6).

e 8 R 8

Figure 3.6: Fully Connected Neural Network

Using these networks for the image classification tasks essentially means that we are taking the
two-dimensional spatial structure, the input image, and translating into one-dimensional vector,
which we can then feed through the CNN, making sure that every pixel in that vector will feed
into the next layer. Practically, we are connecting every single pixel of that input image to
every single neuron in our hidden layers. Due to this complexity when it comes to practical
implementations, we are trying to build spatial structure, images, into neural networks in a
more rational way, with an aim of facilitating our learning process. Considering at the same
time the importance this spatial structure has in image data, our goal is to maintain this structure
and we are doing this by connecting patches of the input to a single neuron in the hidden layer.
So, instead of connecting every input pixel with, from an input image to a single neuron in a
hidden-layer, we are connecting just a small patch and this way we can achieve our goal — to
learn visual features by simply waving those connections in the patches. Instead of connecting
these patches uniformly to the CNN hidden layer, we are going to weight each of the pixels, or
more commonly we use the weighted summation of all those pixels in that patch, which feeds
into the next hidden unit in our hidden layer, to detect a particular feature. In practice, this is
called convolution, the first main part of CNN.
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Apart from extracting the features from our input images, or from the previous layers, there are
the other two important parts of CNNs. The second part is applying the Non-linearity, helping
us to deal with nonlinear data and also to introduce complexity into our learning pipeline for
solving even more complex tasks. The third step is Pooling operation, which allows us to down
sample our image spatial resolution and deal with multiple scales of the features of that image.

The presented architecture can be used for many other applications, considering that the second
part of the pipeline, the feature extraction part, can be used to attach any kind of output that we
want.

Therefore, this class of artificial neural networks became dominant in various computer vision
tasks, designed to automatically learn these spatial hierarchies of features. However, its
performance can be influenced with the selection of the datasets. Small datasets which were
previously used for basic recognition tasks were not suitable for our research, considering our
inspiration and the initial idea to develop a model suitable for arbitrary images, which have
many more variables than those captured in small datasets.

The development of AlexNet has been an inspiration to many researchers, our team included.
We decided to implement our model by using an AlexNet architecture, pre-trained for two
different tasks on two different sets of data, composed of hundreds of thousands to millions of
labeled images.

Essentially, the architecture of AlexNet consists of eight layers, out of which (Fig. 3.6):

e five convolutional layers
e three fully-connected layers.
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Fig. 3.6: Illustration of AlexNet architecture presented in [80]
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The reason why convolutional neural networks became the neural networks of choice for many
data scientists, partly is influenced by the hierarchical feature extraction ability but more
importantly by their huge improvement in performance. The choice is also driven by the ability
to tune different parameters. In the last few years, CNNs have been successfully applied to
identify faces, objects and traffic signs as well as powering vision in robots and self-driving
cars.

Nevertheless, numerous researchers use so-called hybrids of the already proposed
architectures, with an aim of improving deep CNN performance. In case of our research the
choice of Hybrid-CNN [82] is considered more appropriate when dealing with random images,
thanks to the fact that the network was pre-trained both on images of places and objects.

The second architecture used for the purpose of our research is VGG16 (Fig. 3.7), used for
tasks of classification and detection; this network model was originally proposed by researchers
from University of Oxford. It has been reported that this model achieves 92.7% accuracy in

ImageNet and that it makes improvement over AlexNet, which is why we pre-trained VGG16
on ImageNet and AlexNet (Hybrid-CNN).
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Fig. 3.7: VGG - 16 Layer Definition

As presented in Fig. 3.7, there are 13 convolutional layers, 5 Max Pooling layers and 3 Dense
layers which sums up to 21 layers but only 16 weight layers.

In order to explore more precisely a property like image memorability, a number of tasks has
to be performed in order to build an image memorability model, starting from understanding
the intrinsic-extrinsic factors and the fact that some images are more memorable than others,
over its context and observers’ behavior. Finally, the effectiveness of the novel solution has to
be estimated and evaluated. Designing a system which will translate image-related data into
some useful insights requires different sets of data which we will present in the upcoming lines.
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3.3.1. ImageNet Dataset®

The ImageNet project started in 2009 with an aim of creating an easily accessible image
database which will serve and benefit the entire visual object recognition research community.
It was inspired by a growing tendency in the image and vision research field, the need for more
data. Indeed, this image database consists of more than 14 million human-annotated images of
each concept, divided in 22.000 visual categories. The photographs were annotated by humans
using crowdsourcing platforms such as Amazon’s Mechanical Turk.

Since 2010, ImageNet project also runs an annual contest, or a challenge called The ImageNet
Large Scale Visual Recognition Challenge (ILSVRC), whose purpose is to evaluate algorithms
for object detection and image classification tasks at large scale. The sets of data used for the
challenge contain approximately 1 million images and 1.000 object classes.

The purpose is to allow researchers to:

e Compare progress in detection across a wider variety of objects, at the same time taking
advantage of the expensive labeling effort.

e Measure the progress of computer vision for a large-scale image indexing for retrieval
and annotation.

e Participate in a workshop and computer vision conferences, where the methods and the
results of the challenge are presented.

They are typically doing this by performing tasks:
1) Image classification: predicting the classes of objects present in an image.
2) Single-object localization: on top of image classification task, drawing a bounding box
around one example of each object present.
3) Object detection: image classification and a requirement to draw a bounding box around
each object present.

In 2012, AlexNet CNN achieved top-5 error of 15.3% more than 10.8% points lower than the
runner up (26.1%). What facilitated this incredible achievement was the use of the GPUs,
Graphic Processing Units during the training time.

5 http://www.image-net.org/
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3.3.2. Places Dataset®

In order to reach human-level performance with machine learning algorithms, we normally
face two challenges:

e the algorithm must be suitable for the task i.e., CNNs in Large Scale Visual
Recognition;
® an access to a training dataset.

Places set of data was designed inspired and guided by human visual cognition principles, with
an aim of building a core of visual knowledge which could be used to train artificial systems
for high-level visual understanding tasks, such as scene context, object recognition, action and
event prediction. It consists of over 10 million scene photographs comprising over 400 unique
scene categories, provided for academic research and education purposes, together with the
trained CNNs. The Places dataset features 5000 to 30.000 training images per class, consistent
with real-world frequencies of occurrence.

The dataset has different categories of bedroom, or streets, since they belong to different
semantic categories which are defined by their function. The different function of these images
consequently changes the way to make predictions, as it is hard to know for sure what can
happen next in each of the places illustrated in these pictures. Therefore, the Places dataset is
labeled with 434 scene semantic categories, comprising about 98% of the type of places a
human can encounter in the world.

Using convolutional neural networks (CNNs), Places dataset provides scene classification
CNNs (Places CNNs) as baselines, which significantly outperforms previous approaches. The
aim of developing this dataset was to enable and promote learning of deep scene features for
various scene recognition tasks, primarily used in academic research and education purposes.

3.4. Data and Setup

The efficiency of the proposed research, that is, of a new model developed for automatic
memorability enhancement, was evaluated through experiments on a publicly available

S http://places2.csail.mit.edu/
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database of approximately sixty thousand images, more precisely 58.741 images (LaMem). In
addition, considering our research motivation of keeping the high-level content out of the
modification process, the DeviantArt database, composed of 500 abstract paintings has also
been taken into account. The reason for the latter choice is practical, due to the fact that such
images do not contain much information, other than the texture and color combination, which
makes them ideal for the automatic process of modifying low-level features.

3.4.1. LaMem Dataset’

Large Scale Image Memorability abbreviated LaMem represents the largest annotated image
memorability dataset to date. LaMem contains nearly 60.000 images from diverse sources and
it was built by the group of researchers at MIT Massachusetts Institute of Technology, Khosla
et al. [12] with an aim of making progress in estimating visual memorability, which has been
limited by the small scale and lack of variety of benchmark data. To overcome this, a novel
experimental procedure has been introduced in order to progress the most objective measures
of human memory.

Using Convolutional Neural Networks (CNNs), Khosla et al. show that fine-tuned deep
features outperform all other features by a large margin, reaching a rank correlation of 0.64,
near human consistency (0.68). Responses of the high-level CNN layers are demonstrating the
exact objects and regions which are positively and negatively correlated with memorability,
which allowed Khosla et al. to create memorability maps for each image and provide a method
to perform memorability of images from various classes.

After conducting visual memory game in their research paper [12] where human participants
were observing images (shown on the screen one after another) and signalizing each time when
they detect the image that has already been presented (the repeating image), Khosla et al. were
able to define memorability as the proportion of times in which a repeat of one image on the
screen is correctly detected. To simplify this memorability measure, if an image was shown to
100 people out of which 80 of them correctly detected the repeat, then the memorability score
will be 80/100=0.8. The impressive thing discovered that even if the experiment is repeated
over and over again, the memorability score remains consistent, which means that
memorability is property of an image, rather than the individual.

7 http://memorability.csail.mit.edu/demo.html
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Figure 3.8: Sample images from LaMem arranged by their memorability score (decreasing from left

to right). LaMem contains a very large variety of images ranging from object-centric to scene-centric
images, and objects from unconventional viewpoints. Images from [12]

For predicting memorability, Khosla et al. had a set of training images with associated
memorability scores. Their goal here was to build the function (f), that when given a test image,
predicts how memorable it is. In this phase the CNN for Memorability was used with a typical
architecture structured with layers. The great part of this process is that it requires only the
output to be specified and it learns what the representation should be, without humans
providing supervision. Compared with the human performance of 0.68 rank correlation, this
memorability network obtained a rank correlation of 0.64, thus, very high to the human-level
performance score.

To help us understand what really happened in this process, Khosla et al. visualized neurons
and it was clear the way they feed the network with the number of images, while recording the
activations at different parts of the network. Once all the activations were recorded, it is easy
to extract the image which managed to activate some particular neuron. For instance, a neuron
in Conv 4 that one image activated to a large extent. Still, it is hard to say which particular part
of the image caused the activation. What is required at this stage is a batch to be taken from the
image, a noise batch, which is then translated across the image. Based on this translation, it is
easy to see how the activation is affected for that particular neuron and consequently, to
understand which part of the image is important. All this can later help us find the receptive
fields of different neurons across different layers and then project that back to images, in order
to spot the discriminative parts of the images.

Essentially, what has been found is that the early layers learn very simple things, such as colors
and simple edges (Fig.3.9).
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Figure 3.9: Convolutional Layer 1 learning simple edges and colors

The next layer learns complex edges and textures. Going further through the network, we can
spot the shapes, object parts, and at the last ones even the scenes and full objects.

By visualizing neurons, it is possible to see the positive and negative neuron correlation with
memorability, or in other words, to visualize also the images and understand their memorable
representations. Strongly positive correlation Khosla et al. found in images of body parts,
human faces and objects, while the most forgettable images were the ones containing the
landscapes.

After obtaining these results and defining the tool that is able to predict memorability, it is
simple to understand the memorability of any image and how it is measured, by applying this
tool to a random image batch by batch and obtaining scores for the image. On the LaMem
Demo website, Khosla et al. presented this as a heat map to demonstrate which parts of a
randomly used image are more or less memorable (Fig. 3.10 and Fig. 3.11).
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Figure 3.11: LaMem Demo with heat maps showing the most memorable parts (red)

LaMem is a collection gathered from a number of previously existing datasets, including the
Affective Images dataset [85] which consists of Art and Abstract paintings. The International
Affective Picture System (IAPS), widely used in emotion research; consists of the natural color
photos depicting complex scenes containing different objects and scenes which typically
provoke emotional reactions i.e., attack scenes, insects, accidents, pollution, babies and more.

Understanding how images can affect people on emotional level and how emotions also arise
in the viewer of an image, Machajdik et al. expressed their curiosity in [85] and an idea of
enabling image retrieval based on their emotional content and consequently, they developed
methods for the low-level feature extraction and combination which represent the emotional
content of an image. The Affective Images dataset creation was inspired by the theoretical and
empirical concepts from both Psychology and Art Theory. The potential of applications
Machajdik et al. are mentioning in their research is interesting, i.e., magazines searching for
illustrative photos for articles covering different emotional or psychological concepts and so
demonstrating the “depressed person” or just an image with a “sad” atmosphere.
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3.4.2. DeviantArt Dataset

DeviantArt (dA) set is composed of 500 abstract paintings collected from an online social
network site devoted to sharing, dissemination and marketing of user-generated artworks. It
represents one of the largest online art communities with around 360 million artworks and over
35 million registered users, both amateur and professional artists. All artworks are organized
in categories like photography, digital art, traditional art, et cetera, which simplifies the
download of one specific genre only. For the purpose of our study, we decided to collect the
artworks of abstract art, from the category Traditional — Art — Paintings — Abstract Art.

In the case of DeviantArt images selection, the main intention was to try to avoid substantial
modifications of the high-level image content, thus, we preferred using the style seeds from
abstract paintings, linked and associated with the texture and color combinations exclusively,
and therefore, specifically appropriate for the automatic modifications of low-level features.

3.4.3. Dataset Construction

From the two datasets, considered the most suitable for the purpose of this research, we used a
total set of 45.000 images which were then randomly split in two disjoint subsets of 22.500
images each.

The scores of an overall image memorability were collected for all the pictures in the dataset,
using an optimized protocol of the memorability game.

Analyzing the responses of the high-level CNN layers, we were also able to understand which
objects and regions are positively and negatively correlated with memorability, which provided
a basis on which to perform further image memorability manipulation. Details are available in
the Chapter 4 dedicated to the experimental evaluation.
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3.5. Memory Game and User Study

In addition to quantitative evaluation, we also conducted qualitative evaluation, by creating a
memory game. The inspiration for this comes from the previously published papers as well as
from our interest to test and perhaps improve proficiency in cognitive and memory skills, but
more importantly it served as an additional validation.

In our research, we followed the visual memory game protocol presented by Khosla et al. in
[12] which consists of a stream of images presented on the screen, one after another, each for
1 second. The task of the users is to press the button each time they see an image that has been
presented before during the experiment. Based on these experimental results, they defined a
metric called memorability. Khosla et al. used Mechanical Turk workers to play their Memory
Game.

The participants in our memory game were students reached through the University offices and
various student associations, in total 200 students. Children were excluded from the evaluation
process. Further details are available in Chapter 4.
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Chapter 4

EXPERIMENTAL VALIDATION

Here we report the role and the performance of S-cube in increasing image memorability by
selecting the most memoralizable seed styles. Later on, we introduce the results of the user
study we conducted. Through it we managed to collect the actual memorability scores for a set
of original and stylized image pairs. Lastly, qualitative results are presented.

4.1. Experimental setup

This research focuses on the analysis of more datasets, namely LaMem with nearly 60,000
images and DeviantArt set of 500 abstract paintings, with the idea of overcoming previous
limitations in works related to memorability that were using small sets of data.

During the experimental phase, when the LaMem dataset is concerned, we used 45000 images
for training, 10000 images for testing and 3741 images for validation.

While doing this, we split the LaMem training set into two subsets of 22,500 images each, 4/
and E, which were used to train two predictors Sc and Ev, respectively. The model Sc is the
Scorer in our framework, while Ev (which we will denote in the following as the external
predictor or the evaluator) is used to evaluate the performance of our approach, as a proxy for
human assessment. We highlight that Sc and Ev can be used as two independent memorability

scoring functions, since Afand E are disjoint.

The validation set is used to implement early stopping. To evaluate the performance of our
Scorer models Sc and Ev, following Khosla, et al. [12], we compute the rank correlation
between predicted and actual memorability on the LaMem test set. We obtain a rank correlation
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of 0.63 with both models, while [12] achieves a rank correlation of 0.64 training on the whole
LaMem training set. As reported in [12], this is close to human performance (0.68).

The test set of LaMem, composed of 10k images, is then used to learn the proposed seed
Selector and to evaluate the overall framework and the Selector in particular. In detail, we split
the LaMem test set into train, validation and test for our Selector with proportion 8:1:1,
meaning 8,000 for training and 1,000 for validation and test. The training set for the Selector

was already introduced as G. The validation set is used to perform early stopping, if required.

We denote the test set as V.

Regarding the seeds, we estimated the memorability of all paintings of DeviantArt using Sc
and selected the 50 most and the 50 least memorable images as seeds in the set S. The
memorability scores of the DeviantArt images range from 0.556 to 0.938.

For the user study, we randomly selected 66 images from V and we assigned to each of them a

style image randomly extracted from S. Then, for each image-seed pair we collected the actual
memorability scores following the memorability game protocol described in [12].

The purpose of our user study is twofold:
e to show that our method is able to increase the memorability of arbitrary images and

e to demonstrate that the external predictor Ev is a good proxy for a user evaluation.

4.2. Evaluation metrics

We evaluate the performance of our method in predicting the memorability increase of an
image-seed pair using two different performance measures:

e the mean squared error MSE, defined as:

S Vv
MSEX = %Z Z(m" - Sls(IZ))2 (5)

s=1v=1
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e and the accuracy A, defined as:

S %4
1
A=Y (1~ |HS (md) — HS(SLUL)D) (©)

s=1v=1

where the generic image I) is taken from a set of (yet) unseen images V = {IY}V_, and the
seed S is taken from a set of style seeds. HS is the Heaviside step function, which sets the input
variables to 0 or 1, respectively when their initial values are lower or higher than zero [86]. The
evaluation is performed based on the internal predictor Sc, the external predictor Ev or the
human assessment H, as indicated with X € {Sc, Ev, H}.

4.3. Image Manipulations Baseline

For all we know, this is the first in-depth study which achieves an automatic increase of
memorability of an arbitrary chosen image, which is exactly why a directly explicit and
quantitative analogy with past studies is not feasible. Evidently, what recent works succeeded
at [12] was exactly what paved the way for the future image manipulations — computing
accurately memorability maps from images.

Starting point was to use different sets of individual features in order to establish one such map,
later substituted with a weighted pooling combination in order to deliver an overall
memorability map for each individual image [87].

Furthermore, a memorability map was used also for removing details in an image, concretely
through a cartoonization process. This is a popular artistic form which commonly contains an
artistic abstraction. However, after the implementation of these processes, the outputs were
typically resulting with a decrease of an overall memorability. Oppositely, the purpose of our
work 1is to effectively increase memorability of a picture without modifying its high-level
content, which is why previously described approach is not comparable with ours.

The only existing procedure which has a potential of being compared to our approach is [66],
with an exception that the model was constructed specifically for face photographs, thus, its
principle can’t be directly transferred to a generic image. As a result, we construct an average

baseline ‘B based on ranking the style seeds according to the average memorability increase for

the training set, defined as:
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Particularly, we are comparing the proposed image-dependent seed selector with an image-
independent seed selector. The latter consists in selecting, for a test image, the seed that
maximizes the memorability gap on average over the generating set.

ASC AEV MSESC MSEEV
W B S-cube B S-cube B S-cube B S-cube

0.01 6321 5712 6096 5601 0.0113 0.0138 0.0119 0.0137
0.1 6449 6470 6107 62.22 0.0112 00114 0.0117 0.0119
0.5 6441 67.18 6106 64.38 00112 0.0102 0.0117 0.0106

1 6441 67.75 6106 64.70 00112 0.0102 0.0117 0.0108

Table 4.1: S-cube compared with baseline B at varying percentage of training data w

We compared the performance of S-cube with the baseline at varying percentage of training
data, measured in terms of Accuracy A demonstrated in the left side of the Table 4.1 and Mean
Square Error (MSE), presented in the right half of the same table. The achievements have been
evaluated using both the internal Sc and the external Ev predictor.

AEV MSEEV
S B S-cube B S-cube
20 60.66 63.15 00114 0.0111
50 61.09 63.61 0.0116 0.0109
100 61.06 64.38 0.0117 0.0106

Table 4.2: S-cube compared with baseline ‘B at varying the cardinality S of the style set §

measured in terms of Accuracy AFY and Mean Square Error MSEEY,
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4.4. Experimental Results

In this section we examine the effectiveness of our method and its capability and potency in
suggesting “memoralizable” style seeds under different experimental setups.

For training individual components of the proposed S-cube approach, we employed different
libraries to build and train neural networks, while relying also on diverse deep learning
frameworks. In such a way, Synthesizer Sy is based on Pytorch, a Python-based scientific
computing package. On the other hand, the Scorer Sc is based on Convolutional Architecture
for Fast Feature Embedding known as Caffe?, originally developed at University of California,
Berkeley. It is an open source deep learning framework written in C++ with a Python interface.
As for the training procedure, we started from previously mentioned MemNet, with an
exception of splitting training part of the dataset in two parts, in order to train two independent
Scorers. Finally, our seed Selector S/ is based on Theano and Lasagne Python libraries. The
complete procedure along with our code for reproducing the results are publicly available on
the development platform GitHub.com.

4.4.1. Increasing Image Memorability

Table 4.1 displays the performance of the proposed approach (S-cube) and the baseline (‘B) for

different values of the average amount of image-seed pairs w. Specifically, w = 1 means that

all image-seed paris are used, w = 0.1 signalizes that only 10% is used, and so forth.

The stated accuracy (A) and the MSE were evaluated using the internal scoring model Sc¢ and
the external scoring model Ev. Broadly, the method that we propose outperforms the baseline
in case there is enough image-seed pairs, as explained earlier, deep architectures require a
sufficient amount of data in order to be effective. Surely, when w = 0.01, the network
optimization procedure attempts to learn a regression model from the raw image to a 100-
dimensional space with, on average, only one of these dimensions propagating the error back
to the network. In other words, although this dimension varies for each image, it’s different for
every single photograph we use, it still might happen that not enough information is propagated

8 Caffe model is available on the link: https://yadi.sk/d/059Y2cii3SQ39L
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back so as to effectively learn a robust regression. This situation is coherent when the scoring
method changes from Sc to Ev. An increase in performance is evident when using Sc.

Since the seed Selector has been trained to learn the memorability gap from Sc, the performance
is higher when using Sc instead of Ev. This result, further, motivates the need of having an
external Scorer Ev, trained on an independent set of images, to evaluate the performance of our
method. In this series of experiments and in the following, unless otherwise specified, we set
o=2.

0.5
0.9 0.4
0.4 o2
0.3 '
0,2
o 0.2 g
0.1 0.1
0 0
-0.1 -0.1
-2 o2t . . . . .
0 200 400 600 800 1000 0 200 400 600 800 1000

I'-,' Iv

Fig 4.1: Sorted average memorability gaps m,

These sorted average memorability gaps m, are obtained with method S-cube shown on the

left side of the graph (Fig. 4.1.), averaging over a varying number of top N seeds and in the
right side of the graph over varying cardinality S of the seed set, with N = 10.

Abscissa corresponds to test image index, ranked by m,. The wider is m,, the better.

Moreover, we studied the performance and the behavior of our framework when varying the
size S of the seed set. Results are shown in Table 4.2. The parameter w is set to 0.5. Precisely,
we select two sets of 50 and 20 seeds out of the initial 100, randomly sampling these seeds half
from the 50 most memorable and half from the 50 least memorable ones.

In terms of accuracy, the performance of both the proposed method and the baseline stays fairly
stable when decreasing the number of seeds. Yet, a different trend is observed for the MSE.
While the MSE of the proposed method increases when reducing the number of seeds (as
expected), the opposite trend is found for the baseline method. We argue that, even if the
baseline method is robust in terms of selecting the best seeds to a decrease of the number of
seeds, it does not perform well at predicting the actual memorability increase. Instead, the
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proposed method is able to select the best seeds and measure their impact better, especially
when more seeds are available. This is especially important if the method wants to be deployed
with larger seed sets.

We also assess the validity of our method as a mechanism for increasing the memorability of
a generic input image /v in the most effective way.

In Figure 4.1 on the left graph we report the average memorability gap m, over the top N seeds
retrieved, with N = 3, 10, 20 and all the seeds.

For display purposes, we rank the images of test set 'V by their average memorability gap, so

that the curve closer to the upper-left corner corresponds to the best method (Fig. 4.1).

It can be noted that m, achieves higher values when smaller sets of top N seeds are considered,

as an indication that our method effectively retrieves the most memorabilizing seeds.

In the same figure (Fig. 4.1.) in the right graph we report the average memorability gaps m,

obtained over the test set V with S-cube, considering N = 10 and a varying number of style

seeds S. As expected, a larger number of seeds results in a higher increase in terms of
memorability.

Lastly, we investigated the link between the memorability score of the style seeds and the
corresponding average memorability increase obtained for each seed. A low correlation is
found between these two sets, meaning that the seed style alone is not predictive for the
memorability increase and that the optimal ranking is dependent also on the image. In detail,
we found a Pearson rank correlation 9=0.277 in the case of o = 2. These results further motivate
the intuition behind the proposed method: increasing the memorability of an image means
selecting the style which better matches its visual appearance.

4.4.2. S-cube as a generic framework

In this subsection we demonstrate some of our additional results in order to show that the
proposed S-cube is a general framework and that different choices can be made to implement
the main system components. Precisely, in our experiments, we take into a consideration the
Synthesizer and the Selector.
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As previously mentioned, for the Synthesizer we use different style transfer methods, namely
Ulyanov et al. [83] and Huang et al. [73]. Performance in terms of Accuracy and MSE for S-

cube and the baseline ‘B are reported in Table 4.3. With the respect to the baseline ‘B, better

results are obtained by using our S-cube approach.

AFY MSEF"
B S-cube B S-cube
Ulyanov et al. [83] 61.06 64.38 00117 0.0106
Huang et al. [73] 70.08 75.12 0.0142 0.0112
AlexNet [80] 61.06 64.38 0.0117 0.0106
VGGI16 [88] 61.06 64.39 0.0117 0.0111

Table 4.3. Performance of S-cube compared to the baseline B under different implementation

choices, evaluated in terms of Accuracy and MSE and using the external predictor (EVv)

Top scores presented in Table 4.3 are obtained by using the style transfer methods in Ulyanov
et al. [83] and in Huang et al. [73]. Bottom scores, as written, by using different architectures
for the Selector.

These results demonstrate that our method can integrate different style transfer methods,
suggesting that S-cube can be easily upgraded (and further improved) when novel style transfer
techniques are made available in literature.

Similarly, for the Selector we consider different deep networks. In particular, in Table 4.3 we
report the performance of the S-cube when using two different architectures, VGG16 (pre-
trained on ImageNet) and AlexNet (Hybrid-CNN). From the same table it can be observed that
S-cube consistently outperforms the baseline.

Furthermore, we investigated the impact of using different style transfer techniques on the style
ranking for each image in the test set V. To this aim, we computed the Pearson correlation

between the memorability gaps obtained with S-cube using different style transfer methods.
These values are reported in Table 4.4. As it can be seen, a strong correlation, i.e., @ =0.875,
is found when considering Huang et al. and Ulyanov et al. with a = 2. A correlation value
greater than 0.8 is found when considering Ulyanov et al. with different o values.
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Huang et al. Ulyanov etal. Ulyanovetal. Ulyanov et al.

a=0.5 a=2 o=10
Huang et al. 1.000 0.789 0.875 0.938
Ulyanov et al. a=0.5 - 1.000 0.936 0.836
Ulyanov et al. a=2 - - 1.000 0.934
Ulyanov et al. a=10 - - - 1.000

Table 4.4: Pearson correlations between memorability gaps of each image-seed pair in the

test set 'V, obtained using different style transfer methods.

4.4.3. Analysing the impact of the degree of stylization o

We also performed additional experiments to study the impact of the hyper-parameter o on the
performance of the method. In these experiments we consider the style transfer approach in
Ulyanov et al. [83] for implementing the Synthesizer.

In Table 4.5 we show the performance of S-cube when the system is trained using a predefined

o value.
AX MSEX

o B S-cube B S-cube

0.5 62.70 63.37 0.0102 0.0100

X=Sc 2 64.41 67.75 00112 0.0102

10 67.99 73.25 0.0125 0.0104

0.5 58.30 59.50 0.0107 0.0103

X=Ev 2 61.06 64.70 00117 0.0108

10 68.31 71.71 0.0132 0.0111

Table 4.5. Performance of S-cube at varying o.

Performance of S-cube is reported in terms of Accuracy and MSE using both the internal
predictor (Sc) and the external one (EV).
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a Top 3 Top 10 Top 20 Top 30 All
{0.5} 0.0574 0.0377 0.0217 0.0143 -0.0085
{2} 0.0739 0.0567 0.0440 0.0352 -0.0096
{10} 0.0695 0.0651 0.0573 0.0493 -0.0251
{05,2,10} 0.0742 0.0688 0.0606 0.0516 0.0064

Table 4.6. Average memorability increases obtained when considering the top N

memoralizable style seeds retrieved with S-cube and different sets 4A.

In all the cases S-cube performs better than the baseline B, both when considering the internal

and the external predictor.

In Table 4.6 we present the performance obtained with the extended version of our method
which estimates the best style seed and the Synthesizer parameter o for a given image. We

report the average memorability increases over the test set 'V, obtained when averaging over

the top N best style seeds retrieved for each test image (N = 3, 10, 20, 30 and 100).

The best performance of our method is achieved when it is possible to choose the optimal a
value for each image-seed pair. In other words, by actively selecting a. it is possible to achieve
a higher increase in terms of memorability.

In order to give an idea of how well our method is performing, we computed the Upper Bound
(UB) of the memorability increase, achievable for a given set of images and styles, in the case
of a =2 and Top 3. Specifically, we run the Stylizer with for the set of image-style pairs, we
ranked for each test image the obtained stylized images according to the memorability
measured by the internal Scorer Sc, we selected the Top 3 for each test image and we averaged
the corresponding memorability increases based on the external Scorer Ev. The following

results are obtained: Baseline (‘B): 0.0694; S-cube: 0.0739; UB: 0.0804.

To further analyze the impact of the degree of stylization, we also conduct an experiment to
see if there is correlation between high/low values of the parameter a and certain types of style
seeds. More precisely, we run an experiment to verify whether it exists for each seed a tendency
to be assigned to a specific a value among the three considered (o =0.5, 2 or 10). The
probability for each style seed to be assigned to o equal to 0.5, 2 or 10 is depicted in Fig.4.2. It
is easy to see that this probability changes according to the style seed. In other words, in order
to increase the memorability of a test image, some seeds tend to be selected with a low a., others
with a high value.
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Fig 4.2: Bar plot
Our bar plot (Fig. 4.2) is showing, for each of the 100 style seeds used, the probability to be

selected with a =0.5 in blue color, for o =2 in orange color and for o =10 by our method S-
cube shown in green color. The seed styles are sorted by crescent probability of being selected

with o =0.5.

Fig.4.3: (Top) Top 10 seeds having a higher probability to be assigned to o =0.5;
(Bottom) Top 10 seeds having a higher probability to be assigned to o =10.

In Fig. 4.3, we reported the top 10 style seeds which are usually assigned with a low value of
stylization coefficient (o« = 0.5) (see Fig.4.2-top) and the top 10 styles which are usually
assigned with a high value of stylization coefficient (a0 = 0.5) (see Fig.4.2-bottom).
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Indeed, it can be seen that images from the first set look mostly dark and gloomy, while those
from the second set are more colorful and bright. Also, in the first set, lines and edges are less
defined with respect to the second set.

4.5. User study

Committed also to understanding the users’ behavior and motivations, we decided to
additionally investigate and demonstrate the effectiveness of our method by conducting a user
study. In this section we report the results of the analysis of our feedback methodology by
incorporating additional experimental and observational research methods. First, we provide
the details of the memory game protocol that we implemented in order to collect memorability
scores from users and then we illustrate the results of our study.

4.5.1. Memory game protocol

We collected the actual memorability scores for a verification set Z which was randomly

sampled from the test set 'V, as described in the earlier sections. To do this, we followed the

protocol of the efficient memory game, described in [12], applying some modifications in order
to adapt the game to our scenario of image stylization.

Our memory game session was built by randomly selecting 66 target images, 12 vigilance

repeats and 59 fillers out of the 1,000 images of the LaMem test set V. For each image, we

randomly sampled an associated style out of S. For each session, we made sure that 33 targets

are shown in their original version, while the other 33 are displayed in their corresponding
stylized version. Also, we make sure that each image is displayed strictly in its original or in
its stylized version, with a=2. Each target repeat is shown after a minimum of 35 to a maximum
of 150 images. Vigilance repeats were shown within 7 images from the first showing.
Vigilance, in modern psychology, is defined as the ability to maintain concentrated attention
over a prolonged period of time [89]. In our case, vigilance repeats were ensuring that the user
is focused on the game. While for each session the set of targets, vigilance repeats and fillers
is preserved, we created 100 image sequences with a different image sorting, randomly

81



assigned, so that no memory bias is introduced by showing each image at different times of the
game session. When a new player starts the game, a random sequence among the possible 100
is considered.

0.5
= = = External p.
o
o User study
=4
a
P
=
2
_0’5 2 . 2
0 20 40 60

Fig. 4.4: Sorted memorability gaps for the image-seed pairs in the set Z measured using the predicted
and actual memorability scores collected through the user study.

AX MSEX o*
B S-cube B S-cube B S-cube
X=Sc 72.73 65.15 0.0155 0.0138 0.517%*%*%  (.570%**
X=Ev 68.18 63.64 0.0183 0.0162 0.479%**  (.544%*%*
X=H 60.61 59.09 0.0188 0.0153 0.191%10  (.453%**

Table 4.7. Performance of our method compared to baseline B evaluated on the set Z using the
internal predictor Sc, the external predictor Ev and the actual memorability scores collected through
the user study H. Performances are reported in terms of Accuracy (4), MSE and Pearson’s
correlation p.

In order to recruit volunteers for the game, we sent invitation emails to several mailing lists of
university groups and trusted associations, connected with both University of Novi Sad and
University of Trento.

? **xp-value < 0.005
10 4p-value > 0.05
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Before accessing the game, participants were asked to provide personal information, such as
age, gender and nationality (the latter was optional). We recruited over 200 players, both male
and female (respectively 42.3% and 57.7%), aged between 17 and 62 years old, and from a
large variety of countries. Some of the countries participants were coming from are: Austria,
Belgium, Bosnia and Herzegovina, Brazil, Chile, Croatia, Estonia, France, Germany, Greece,
Italy, India, Iran, Latvia, Lithuania, South Korea, Malaysia, Mexico, Mongolia, Montenegro,
Netherlands, Poland, Portugal, Romania, Russia, Serbia, Singapore, Spain, Sweden, Turkey,
U K, Ukraine, U.S.A., and more.

Each volunteer played only once and all the results of those players who did not qualify to the
game, by detecting less than 25% - i.e., less than 4 - of the vigilance repeats, were discarded
from the further analysis.

Finally, for each of the 132 target images (66 original and the corresponding 66 stylized
versions), we computed the actual memorability scores by aggregating the performance of over
80 players.

4.5.2. Results

The internal and external predictors are trained in natural images. One fair question is whether
or not the outcome of these predictors is still valid for stylized images. In particular, we would
like to assess the correlation between the external predictor (used to evaluate the proposed
approach) and the human scores. To this aim we compute the values of the Pearson’s
correlation coefficient and MSE considering the automatically predicted and the actual

memorability scores of the images in the verification set Z. The Pearson’s correlation values

corresponding to the original and the stylized images in Z are respectively 9 = 0.66 and @ =

0.50 (we recall that human performance is @ = 0.68). We also computed the Spearman’s rank
correlation, which systematically leads to the same conclusions as the Pearson’s correlation
coefficient.

These results demonstrate a high correlation between actual and predicted memorability scores.
For the stylized set, a drop in performance can be observed which can be probably ascribed to
the domain shift existing between original and stylized images. Indeed, the Scorer model is
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trained on the LaMem dataset which does not include stylized images. In fact, while LaMem
includes abstract art images, they represent a small subset. Thus, the learned memorability
predictor will be obviously more accurate in the case of generic images. A similar trend can be
observed for the MSE: 0.0121 for the original images and 0.0132 for the stylized ones. Indeed,
a 16.7% increase in the error is motivated by the lower accuracy of the external predictor on
the stylized set.

Furthermore, in Figure 4.4 we plot the sorted memorability gaps obtained with the external
predictor and the user study for the 66 image-seed pairs in the verification set. Overall, a similar
trend can be observed, with the external predictor which only slightly overestimates the
memorability gaps.

Finally, in Table 4.7 we show the performances of our method compared to the baseline ‘B in

predicting the memorability increase for the images in our verification set Z. Note that in this
case, differently from previous experiments, for each image in the verification set we only have
a single corresponding style and therefore we consider only the associated predicted
memorability score.

The performance is measured in terms of Accuracy, MSE and Pearson’s Q, and evaluated using
the internal predictor (Sc), the external predictor (Ev) and the actual memorability scores
collected though the user study (H). It can be seen that S-cube outperforms the baseline in all
cases in terms of MSE and 0.

In the case of Accuracy, an advantage is observed for the baseline. A possible interpretation of
these results is that, for this particular set of images, ‘B probably performs better in predicting

the direction of the memorability increase, while it still performs worse at estimating the
absolute value of the variation. This is shown by the low Pearson’s coefficient @, which reaches
non statistically significant values in the case of H.
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Fig. 4.5: The most (right side) and the least (left side) memorable abstract art paintings from LaMem
dataset with their actual memorability scores, reported below each image.
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4.6. Qualitative Analysis and Discussion

Our approach to understanding the phenomena relies also on the analysis of qualitative data.
In this section, rather than predicting or explaining the data, we will emphasize future insights
based on the link between memorability and style, more precisely, our focus will be on the link
between memorability and complexity, which has been poorly explored up to now, compared
to the link between memorability and some other attributes like interestingness or colors, as
described in the related works chapter. Moreover, some visual results from the two sets of data,
respectively the abstract art images and the data used in our user study, will be discussed.

4.6.1. Abstract art and memorability

In this section we will focus on the set of abstract art images included in the LaMem dataset,
annotated with their actual memorability scores. The purpose of this is to analyze also
qualitatively the specific patterns which can explain differences in memorability.

As explained in the earlier sections, this image set allows us to target only on the visual style
of images, discarding high level semantics which naturally influence memorability, like in the
case of face photographs or presence of other objects who tend to make images more
memorable. In detail, we extracted from the LaMem dataset the 280 abstract art paintings which
are part of the Affective dataset. Following those logics, we manually discarded from this set
those paintings containing people or objects, in order to completely cut out any semantic
information. After this process we selected a total of 187 images, with a memorability score
ranging from 0.37 to 0.98.

In Figure 4.6 we show the five least and the five most memorable abstract art images, together
with the corresponding memorability scores.

In the images on the left side (Fig. 4.6) we observe some common patterns, such as higher
complexity, darker colors, absence of straight lines, while those on the right tend to be simpler

and with more pleasant colors.

This finding suggests that complexity and dark colors may have a negative influence on
memorability. In other words, it appears that simple paintings, especially those with pleasant
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colors, tend to be more memorable. This may be explained with the fact that complex patterns
require more time to be assimilated by the viewer. In the memorability game, each image is
displayed for exactly the same amount of time: complex patterns probably get a lower chance
to be decoded and remembered. This finding is in line with previous studies in the literature
[90].

In the next page we present some sample results of the user study (Fig. 4.6.) where for each
block (left) original input image, (center) style seed and (right) corresponding synthesized
image. The actual memorability scores and gaps are reported respectively below each original
and stylized image. Both cases where style transfer produces an increase (L1-L8) and a
decrease (R1-R8) in memorability are shown.
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Fig. 4.6: Sample results of the user study
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4.6.2. Increasing Image Memorability

In the third study we conduct a qualitative analysis on the images considered in our user study.
Figure 4.6 reports some sample image-seed pairs for which we measured the largest
memorability increases (L1-L8) and decreases (R1-R8).

The collected memorability scores and memorability gaps m™ are reported below the original
and the stylized image. In the cases of Figure 4.6. L2-L35, typical non distinctive urban and
outdoor scenes are transformed into a corresponding more colorful and joyful version. These
new stylized versions of the images are probably perceived with a higher valence, arousal and,
definitely, lower naturalness.

In the case of Figure 4.6. L6, the stylization clearly introduces complexity to the image. Still,
the main objects in the scene (i.e., a man next to a car) are clearly visible.

Similarly, in the case of Figure 4.6. L8, the stylization process highlights the presence of a
person in the scene, thus probably increasing its memorability. The samples in Figure 4.6.
(right) illustrates that only increasing strangeness is not a sufficient condition for increasing
image memorability. The drop in memorability in most of these cases may be explained with
the fact that stylization diminishes the “readability” of the image, thus reducing the possibility
for the observer to decode and retain the visual information observed in only one (1) second.
For example, the text on the sign in the stylized versions of Figure 4.6.R1 is no longer readable,
while in Figure 4.6. R2 the child in the playground is almost no longer recognizable. In these
cases, the stylization process reduces the semantic information of the image, thus diminishing
its memorability. Similarly, in Figure 4.6. RS, the stylization introduces colorful elements but
makes the objects in the scene harder to recognize. In Figure 4.6. R6, the stylized image is a
sort of sketch of the original one. In this case a possible explanation for the memorability
decrease is the fact that the black and white style makes images not particularly distinctive and
hard to remember.

Finally, it is interesting to observe that the same style applied to different images can induce
opposite effects in terms of memorability variations. This confirms the validity of our
framework where we select the best style for each given image, as there can be no universal
style that is effective in memorializing all images. The samples in Figure 4.7. correspond to the
images obtained with S-cube. Specifically, we reported sample results where the optimal
degree of stylization is automatically found to be a = 0.5, 2 or 10, respectively for the top,
central and bottom rows of Figure 4.7. The memorability increase is achieved by modifying
the style of the images while retaining their original high-level content.
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Fig 4.7: Sample images obtained using S-cube: (top) o = 0.5, (central row) a = 2 and (bottom) a =
10.
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Chapter 5

CONCLUSIONS

Memories are in the center of our individuality. And although every human being has its own
unique set of individual experiences that make up their memories, people tend to remember
and forget the same images. This happens because images themselves differ in their
memorability — a predictive value of whether an image is likely to be later remembered or
forgotten.

During this process of learning and memorizing something, our brain forms connections called
synapsis, between the neurons and the brain. Memories occur when we reactivate specific
groups of neurons. It should be, however, noted that cases in which people show the
enhancement of memory function in terms of recall known as hypermnesia, or the amnestic
syndrome people who have difficulty forming new memories are excluded from this
observations and conclusion.

A complex phenomenon of visual memorability depends on multiple factors. We presented
recent large-scale visual memory studies that have shown that people have a remarkable ability
at remembering specific details of images, with some images still being consistently more
memorable or forgettable than others. The intrinsic property of memorability is, however,
independent of the observers’ individual differences, past experiences and it is reproducible
across a population.

In general, images with people in them are the most memorable, followed by images of close-
ups of objects. Least memorable are natural landscapes, although those can be memorable if
they feature an unexpected element. Understanding this makes our task even more challenging:
increasing an image’s memorability without varying its high-level content.

By varying and changing the style of an image, we revealed and demonstrated how the
probability of remembering an image could be increased. More precisely, we created and
presented a novel approach to increase image memorability based on editing-by-filtering
paradigm. In detail, we proposed a deep learning framework made by three components,
namely the Scorer, the Synthesizer and the Selector.
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The unique contribution of this approach is in the fact that, given an input image, the Selector
automatically computes the style which guarantees the highest increase of that particular
image’s memorability which is, then, provided to the Synthesizer for generating a stylized
version of the original image. The effectiveness of our approach, both in increasing
memorability and in selecting the top memoralizable styles has also been evaluated on a public
benchmark.

This is something no research has shown before and it is useful to other researchers in this field
and beyond, which is why our efforts have been recognized by the ACM TOMM Editorial
Board (Transactions on Multimedia Computing, Communications, and Applications, formerly
TOMCCAP) as the most significant work in 2020 and awarded with Nicolas D. Georganas
Best Paper Award [91].

Although our focus was on memorability, the suggested approach is extremely flexible, thus,
allowing the possible applications to expand. For instance, by replacing the deep network
implementing the Scorer, it can potentially be applied to other perceptual attributes, such as
aesthetic quality or evoked emotions and similar.

Upcoming works will be dedicated to the extension of the proposed framework, following this
direction. However, some other possible extensions for this work are the formulation of an
approach for computing the degree of stylization o within a continuous range and designing a
deep architecture where the style seeds are directly provided as input data to the Selector,
instead of considering only the memorability gaps. Our expectations are that these
modifications would lead to improved performance.

There are many exciting directions in which these findings could continue, from designing
social media tools able to reduce human attempts and time of intervention in image
modification activities, to coming up with technological solutions to automatically modify
images and videos according to specific properties or attributes. This research has not only a
commercial impact in marketing and fashion, but also in the way visual content influences
people. Moreover, it has a profound impact in education and more generally in knowledge
dissemination.

While the literature on predicting subjective attributes like memorability from visual data is
extensive, few works have focused on the problem of synthesizing images to modify these
properties. In this work we considered the neural style transfer procedure and techniques.
Nevertheless, we believe that other deep learning models, such as Generative Adversarial
Networks (GANSs), could be exploited for this purpose and our future works will explore this
direction. Further research may also include additional psychophysical experiments to both
improve the reliability of results and collect more experimental data.
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Due to the fact that the key drivers of the variations in memorability of images are not always
and completely reasonable and logical, large interest in cognitive science to understand some
of these complex principles has been noted. By investing some of images’ cognitive properties,
among which also memorability, a framework that uses GANs could contribute to defining
what each of the attributes involves and stands for, along with providing more natural-looking
images. In future work we will also expand the behavioral experiment component with the
purpose of discovering more precisely the way in which image manipulations and image
properties variations are affecting human memory performance.
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Appendix A

PRODUZENI APSTRAKT NA SRPSKOM JEZIKU

Fotografije su jedan od najdominantnijih tipova medija koji se svakodnevno u milijardama
pojedinacnih primera prenose na online platforme razli¢itih tipova. Srazmerno tome se i broj
platformi za deljenje ovog sadrZaja neprestano uvecava, a posledicno raste i interesovanje za
razumevanjem sadrzaja kompletne fotografije ili nekih njenih delova, kao 1 stila, ali i emocija
koje one izazivaju. Ovo istrazivanje fokusirano je ka pronalasku reSenja za problem
automatskog povecanja pamtljivosti jedne arbitrarno izabrane fotografije.

Znajuci da svaka osoba ima jedinstven skup individualnih iskustava na osnovu kojih evocira
dogadaje 1 seCanja, ocCekivalo bi se da ove individualne razlike uti¢u na odluku prilikom
memorisanja odredenog sadrzaja. Iznenadujuce, istraZivanja su pokazala da ljudi imaju
tendenciju da pamte i zaboravljaju iste stvari, $to je uzrokovano sustinskim karakteristikama
same slike koje mogu ukazati na to koliko ¢e odredena slika biti lako upaméena od strane
razli¢itog broja posmatraca. Pamtljivost slike je, prema tome, objektivna i kvantitativna mera
same slike, nezavisna od posmatraca, Sto je ujedno i preduslov za dalje manipulacije i
racunarska predvidanja.

Radovi iz oblasti Racunarskog vida i Multimedija pokazali su da se uz pomoc¢ koriS¢enja
modela dubokog ucenja (eng. Deep Learning) pojedina svojstva slike mogu automatski
predvideti. Ovo je podstaklo definisanje joS izazovnijeg istrazivackog pitanja ,,MozZe li se
transformisati proizvoljna fotografija na nacin da ona bude lakSe upamcena?”. Za adekvatnu
formulaciju ovog pitanja, potrebno je po¢i od definisanja mera pamtljivosti, ali svakako bi
ovakve metode za automatsko povecanje ovog svojstva fotografije mogle imati uticaja u
mnogim oblastima, od obrazovanja, do primene u gejming industriji ili prilikom izrade
reklamnog sadrzaja.

Za bavljenje ovom problematikom, izabrani pristup inspirisan je paradigmom uredivanja
fotografija primenom filtera, usvojenom u aplikacijama Instagrama (eng. Instagram) i Prizme
(eng. Prisma), sa razlikom u tome Sto korisnici dveju aplikacija moraju da prolaze kroz listu
dostupnih filtera pre nego Sto pronadu Zeljeno reSenje za modifikaciju ulazne fotografije, Sto
sam postupak uredivanja Cini resursno i vremenski neefikasnim. Na kraju, ishod ovakve
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modifikacije ulazne fotografije ne garantuje da ¢e aplikacijom odredenog filtera i promenom
stila originalne slike izlazna fotografija biti pamtljivija. U ovom radu preokreéemo proces tako
da u zavisnosti od karakteristika ulazne fotografije (korisniku) stiZe predlog u vidu skupa
stilova Cijom bi se aplikacijom na ulaznu sliku putem neuronskog algoritma prenosa stila
pruzila mogucnost povecanja pamtljivosti date fotografije. Kao rezultat ovog procesa stize
dokaz o postojanju mogucnosti za automatizacijom ¢itavog procesa i pronalaskom stila koji
najviSe odgovara datoj fotografiji, ¢cime se, posledicno smanjuje 1 broj ljudskih pokuSaja
potrebnih za pronalazak najboljeg podudaranja.

Dalje, demonstrirana je efikasnost predloZzenog pristupa eksperimentalnom validacijom na
javno dostupnom skupu podataka LaMem, uz izvodenje kvantitativne procene, kao analize
iskustva korisnika. Radi demonstracije fleksibilnosti predloZzenog okvira, analiziran je 1 uticaj
razlicitih izbora implementacije, uz prikaz nekoliko kvalitativnih rezultata koji pruzaju dodatne
uvide o vezi izmedu stila fotografije i njene pamtljivosti.

PredloZeni pristup se oslanja na napredak u oblasti sinteze slika i usvaja duboku arhitekturu za
generisanje pamtljive slike, na bazi date ulaz ne slike i stilskih setova slika. Automatski izbor
najboljeg stila, odnosno stila koji ¢e u najve¢oj meri povecati pamtljivost ulazne slike, oslanja
se na duboke modele i predlaze se novo reSenje zasnovano na ovom ucenju.

A.l. Predmet i ciljevi istraZivanja

Korisnici danas generiSu 1 dele stalno rastucu koli¢inu multimedijalnog sadrzaja, poput
fotografija 1 video zapisa. Ilustracije radi, u 2017 godini je video Cinio 74% sadrzaja koji je
prenesen Internetom, a na popularnoj platformi za deljenje slika Instagram se dnevno generiSe
preko 95 miliona fotografija i video zapisa. Osim niza pozitivnih efekata informaciono-
komunikacionih tehnologija, brz protok podataka neminovno je doveo i do preopterecenosti
sadrzajem kojim su ljudi svakodnevno izloZeni. U ovakvom okruZenju, pitanje mogucnosti
zadrZavanja informacija prezentovanih na ovaj nacin i njihove ponovne reprodukcije, odnosno
pamtljivosti svih tih sadrzaja, dobija na nau¢nom znacaju.

Polazeci od idioma prema kom ”’slika vredi hiljadu reci”, aluzije na to da se sloZena ideja moZze
objasniti samo jednom slikom, inspirisan je nastanak informacijske grafike tzv. infografike.
Ovim oblikom vizuelne prezentacije informacija, podataka i znanja, graficki dizajneri i
marketinski strucnjaci kreirali su mogucnost prenosa kompleksnih informacija brze i jasnije.
Ipak, Zivot u instant druStvu u kom je imperativ svake aktivnosti brzina i u kom koli¢ina
vizualnih stimulusa kojima su ljudi izloZeni nastavlja da raste, otvara niz pitanja o kapacitetu
skladiStenja svih tih informacija u ljudskom mozgu, kao i o kriterijumu selekcije koji ljuski
mozak koristi kako bi zadrzao sve te informacije. Ono Sto je primeceno u dosadaSnjim
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istrazivanjima je tendencija mozga da apsorbuje i zadrZava znanja predstavljena vizuelno, kroz
video zapise 1 fotografije, favorizujuci ovaj tip signala u odnosu na sve druge. Medutim, ovaj
efekat superiornosti nije primenljiv na situaciju u kojoj se Zeli uporediti sadrzaj dve fotografije
1 slucajeve u kojima se neke slike lako pamte, dok se druge brzo zaboravljaju. Na kraju, pored
znacajnog napretka u ovoj oblasti, automatska transformacija slike sa ciljem povecanja Sansi
da ona bude upamcena predstavlja joS uvek otvoreno istraZzivaCko pitanje. Pronalazak
modaliteta za privlacenje i zadrzavanje paZnje subjekta, uz istovremeni rast verovatnoce za
ponovno prepoznavanje jednom videnog sadrZzaja (pamtljivosti) mogao bi imati niz prakti¢nih
primena u mnogim disciplinama.

Radi boljeg razumevanja aktuelnog stanja u oblasti, prilikom koncipiranja ovog istraZivanja
analizirana su najaktuelnija stanja u nekoliko oblasti, poput kognitivne neuronauke,
psihologije, gde je primecen porast interesovanja za ispitivanjem raznih medijskih svojstava,
konkretno boje fotografije, kvaliteta, transparentnosti, ali i svojstva koja utiCu na nacin
percepcije same fotografije, poput stepena njene pamtljivosti. Za oblast marketinga je ovo od
posebne vaznosti buduci da se faktor iznenadenja Cesto koristi sa ciljem pobudivanja paZnje i
podsticanja potroSackog impulsa krajnjeg korisnika, a idealno i aktivira njihova motivacija i
spremnost da kupe odredeni proizvod sa date fotografije. Aplikacije koje su analizirane u ovom
radu nastale su upravo kao posledica sadejstva marketinga i grafickog dizajna, a daljom
identifikacijom obrazaca ponaSanja ljudi i1 njihovih navika i percepcije, izdvajaju se znanja
korisna za niz drugih primena, recimo u studijskom materijalu za ucenje 1 trening, ukoliko je
poznato da kognitivna prezasi¢enost nastaje upravo usled kompleksnosti materijala, faktora
koji remeti proces pamcenja i u¢enja. Na slian nacin bi se mogli izabrati ne samo delovi slika
1 studijskog materijala, ve¢ 1 segmenti jednog video zapisa koji imaju najveci potencijal
pamtljivosti.

U okviru ove disertacije istrazeni su nacini na koje se automatski moZe povecati efikasnost
apsorpcije informacija prezentovanih u vizuelnom obliku (fotografija) manipulacijom stila
jedne fotografije. Takode, istraZzene su mogucnosti koriS¢enja sve vece koliine javno
dostupnih baza fotografija, sa idejom da se pronadu novi modeli maSinskog ucenja koji bi se
primenili za povefanja pamtljivosti sadrzaja. Ispitana je 1 mogucnost objektivnog i
automatskog merenja pamtljivosti koja je validirana u stvarnoj interakciji korisnika sa
rac¢unarom.

Prethodnih godina u nizu publikovanih nau¢nih radova pruZen niz dokaza o tome da je
pamtljivost intrinzi¢no svojstvo slike. Ovo znali da razliiti posmatraci iste fotografije
pokazuju pribliZno iste performanse u procesu paméenja 1 zaboravljanja, Sto je dovelo u pitanje
ranije dominantne stavove u nauci gde je istican znacaj individualnih razlika. Napredak u
istrazivanjima iz domena raCunarskog vida doveo je ne samo do mogucnosti merenja
pamtljivosti slike, ve¢ 1 do reSenja koja su demonstrirala njeno automatsko predvidanje
posredstvom naprednih modela dubokog wucenja obezbedujuéi tanost pribliznu
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performansama ljudi. Ovi pionirski koraci u istraZivanju i razvoju metoda za analizu
pamtljivosti slike otvorili su mogucnost daljeg kombinovanja podataka, tj. stila fotografije
poput boja i teksture, sa njenim osnovnim sadrZajem u cilju izrade modela prema kom e se
pamtljivost mo¢i izraCunati, predvideti a zatim 1 automatski povecati.

Osnovni cilj je svakako razvoj modela za automatsko povecanje pamtljivosti proizvoljne
fotografije, uz nekoliko klju¢nih doprinosa:

e istrazivanje mogucénosti u vezi sa povecanjem pamtljivosti slike, uz zadrZavanje
sadrzaja visokog nivoa, drugim re¢ima, modifikujuci samo stil fotografije;

e analiza problema sinteze slike zasnovanog na stilu, u kontekstu dubokih arhitektura i
predlog automatskog metoda za povratak predloZenog skupa stilova za koje se ocekuje
da bi dovele do najveceg povecanja pamtljivosti ulazne slike;

e predlog reSenja za trening mreZe (tzv. Selector) koja dozvoljava efikasno ucenje modela
sa redukovanim brojem podataka za trening, a uz relativno velike varijacije stila slike.

Prikaz aktuelnog stanja u oblasti dat je sa aspekta razli¢itih naucnih disciplina, uz zadrZzavanje
fokusa na tri glavne linije istraZzivanja usmerene ekskluzivno ka pamtljivosti, redom, studije
koje adresiraju automatsku manipulaciju slika uz izmenu njenih perceptivnih atributa, zatim
studije koje analiziraju vizuelnu pamtljivost 1 one koje su istakle nalaze radova baziranih na
transferu neuralnog stila.

A.2. KoriScéeni alati

Prilikom koncipiranja ovog istraZivanja napravljen je iskorak iz dosadasnje analize i merenja
pamtljivosti slika i za cilj istraZivanja postavljeno kreiranje modela za automatsko povecanje
pamtljivosti proizvoljno izabrane slike. Prema tome, ideja je i pruZanje doprinosa boljem
razumevanju svih aspekata u vezi sa temom, od same ljudske memorije i njenog potencijala za
skladiStenjem informacija, ali 1 za evociranjem ve¢ videnog sadrZaja, preko razumevanja
svojstava vizuelnih sadrZaja, segmentacije slike 1 kombinovanja njene teksture, boja i ostalih
elemenata koji utiu na percepciju same fotografije. Do ovoga se dolazi najpre razumevanjem
postojecih mera pamtljivosti sa ciljem objektivne procene pamtljivosti celokupne fotografije,
a zatim 1 analizom vec razvijenih alata koji svakako doprinose preciznijem definisanju odnosa
same pamtljivosti i drugih svojstava slike.
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Pristup reSavanju ovog problema svakako se u najvecoj meri oslanja na studije iz domena
raCunarskog vida gde se do interpretacije i boljeg razumevanja jedne fotografije dolazi nizom
tehnika koje tipi¢no ukljucuju prepoznavanje, identifikaciju i lokalizaciju objekata koriS¢enjem
neuronskih mreZa, klasifikaciju i segmentaciju slike ili njenih delova 1 sli¢no. Ipak, stilizacija
slike vezana za transfer neuralnog stila (eng. Neural Style Transfer, NST), u najdirektnijoj je
vezi sa istraZivanjem.

Zbog svega ovoga, pristup je zasnovan na primeni tehnika raCunarskog vida i veStacke
inteligencije na ¢ijem se preseku nalazi potencijal za razvoj inovativnog modela sa mnoStvom
daljih primena medu kojima su:

e identifikacija sadrZaja koji ima najveci potencijal da bude upamcen;
e otkrivanje navika i nacina na koji ljudi percipiraju multimedijalni sadrzaj;
e podrska boljem procesu donoSenju poslovnih odluka primenom veStacke inteligencije.

Za realizaciju ovog cilja pristupilo se koriS¢enju relevantnih nau¢nih metoda za prikupljanje,
obradu, prikaz i analizu podataka, a za analizu eksperimentalnih rezultata primenjene su
odgovarajuce statisticke tehnike. Za objektivnu procenu i samo povecanje stepena pamtljivosti
slika koriS¢ena su programska okruZenja otvorenog koda Tenzorflou (engl. TensorFlow) i
Pajtor¢ (engl. PyTorch), kao 1 programski jezik Pajton (engl. Python).

A.3. KoriSéeni skupovi podataka

U ovom poglavlju bic¢e prikazan nacin izbora, veli¢ina, kao i konstrukcija uzorka i koriSéenih
setova podataka u ovom istraZzivanju.

Mali skupovi podataka prethodno koriS¢eni za neke osnovne zadatke prepoznavanja nisu bili
najpogodniji za istraZivacki zahtev definisan ve¢ pocetnom inspiracijom idejom za razvoj
modela pogodnog za arbitrarne slike koje imaju mnogo viSe varijabilnosti od onih dostupnih u
manjim skupovima podataka. Dostupnost velikih skupova podataka omogucila je upotrebu
mo¢nih modela dubokog ucenja prilikom zadataka prepoznavanja objekata, a progresivan
razvoj je uocen u istrazivackoj grupi Univerziteta u Torontu zbog ¢ega smo odlucili da primenu
modela nademo najpre u AlexNet arhitekturi, pre-treniranoj za dva tipa zadataka i na dva
razlicita tipa podataka, a saCinjene od ogromnog broja oznacenih slika.

AlexNet arhitekturu ¢ini osam slojeva, od kojih pet konvolutivnih i tri potpuno medusobno
povezana sloja. PoSavsi od Cinjenice da brojni istrazivaci koriste hibrid ve¢ predlozenih
arhitektura sa ciljem poboljSanja performansi konvolucionih neuronskih mreza (eng.
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Convolutional Neural Network, CNN), u sluaju ovog istraZivanja, izbor hibridnih CNN smatra
se prikladnijim upravo zbog arbitrarnog izbora slika, imajuéi u vidu €injenicu da je mreZa
prethodno bila trenirana za prepoznavanje objekata. Druga koriS¢ena arhitektura je VGG16, za
zadatke klasifikacije i detekcije, prethodno predloZena od strane istraZivaca sa Oksforda, uz
napomenu da model postiZe preciznost od 92.7%, Cime je predstavljena prednost u odnosu na
AlexNet. ImageNet projekat je zapocet 2009. godine 1 do sada je inspirisalo rast interesovanja
u ovom polju istraZivanja, upravo prilikom izraZenih potreba za ve¢im brojem podataka. Stoga
je u ovom slucaju koriS¢ena za pred-trening Hybrid-CNN za zadatke klasifikacije objekata,
dok je za scene koriS¢en set podataka zvan Places (mesta, u doslovnom prevodu), zasnovan na
principima ljudske percepcije i sa¢injenom od 10 miliona fotografija razli¢itih mesta i scena.

Efikasnost modela razvijenog za automatsko unapredenje pamtljivosti slika evaluirana je
eksperimentalno na javno dostupnoj bazi od oko 60.000 fotografija, preciznije 58.741 slika iz
LaMem baze podataka. Dodatno je za potrebe ovog istrazivanja i zbog ideje da se izbegne
modifikacija sadrzaja visokog nivoa, u obzir uzeta i baza DeviantArt safinjena od 500
apstraktnih slika. Motivacija je krajnje prakti¢na, buduci da apstraktne slike ne sadrze mnogo
informacija, osim kombinacije teksture 1 boja, §to ih ¢ini idealnim upravo za automatski proces
modifikacije karakteristika 1 elemenata niskog nivoa.

LaMem baza podataka predstavlja najveci i najaktuelniji postojeci skup anotiranih fotografija
u ovom istrazivaCkom domenu, konstruisan od strane istrazivac¢a sa Masacusets Instituta za
tehnologiju sa ciljem da doprinesu istrazivackoj zajednici u napretku prilikom procene vizuelne
pamtljivosti. Skup je safinjen od nekoliko prethodno postojecih skupova fotografija i
apstraktnih slika.

DeviantArt (dA) set apstraktnih slika nastao je prikupljanjem sa online mreze i najvece
artisticke zajednice sa oko 360 miliona umetnic¢kih dela i sa oko 35 miliona registrovanih
korisnika, medu kojima su i amateri i profesionalni umetnici. Sva ova umetni¢ka dela
organizovana su i podeljena u kategorije npr. fotografije, digitalna umetnost, tradicionalna
umetnost itd. Kategorija izabrana za potrebe ovog istrazivanja je, kako je ve¢ spomenuto,
apstraktna umetnost.

Poslednja dva skupa podataka ocenjena su kao najprikladnija za potrebe istrazivanja, a koris¢en
je set od 45.000 slika podeljenih, zatim, nasumi¢no u dva odvojena poskupa od po 22.500 slika.
Analizom odgovora CNN slojeva visokog nivoa moglo se shvatiti koji su predmeti i regioni
slike bili u pozitivnoj i negativnoj korelaciji sa pamtljivoscu, $to je upravo i nalaz koji je pruzio
konkretan metoda za dalju manipulaciju pamtljivosti slike.

Pored kvantitativne evaluacije, primenom igre memorije vrSena je procena kvalitativnog
aspekta rezultata predloZenog modela, sa ciljem prevazilazenja limitacija prethodno
objavljivanih radova na ovu temu koji su se oslanjali na analize malih baza podataka i
uglavnom veoma specificnog tipa fotografija. Varijacije do kojih dolazi prilikom analize
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velikog skupa podataka, posebno su prikladne za analizu performansi predloZenog modela.
Ucesnici kvalitativne studije bili su mahom student, a cilj je bio da se prikupi oko 150-200
odgovora po slici, odnosno toliki broj polno ujednacenih ispitanika, Sto je i ostvareno.

A 4. Metodologija

U okviru rada za potrebe ove teze razvijen je alat za automatsko povecanje pamtljivosti
fotografija promenom i modifikacijom njihovog stila, to jest manipulacijom karakteristika
niZeg nivoa (engl. low-level features), uz oCuvanje reprezentacija viSeg nivoa (engl. high-level
features).

Metodoloski okvir za automatsko povefanje pamtljivosti arbitrarne ulazne fotografije
koncipiran je na postulatima efikasnosti uz upotrebu metoda prenosa neuronskog stila kako bi
se stvorile stilizovane slike koje ipak uspevaju da zadrZe sadrzaj visokog nivoa same slike.
Polazna osnova i jedna od inspiracija za razvoj nove metodologije, kao i inovativnog alata koji
omogucava automatizaciju kompletnog procesa dolaze od grupe istraZzivata sa MasaCusets
Instituta za tehnologiju (MIT) iz Laboratorije za veStacku inteligenciju koja je razvila metodu
za modifikovanje pamtljivosti fotografija ljudskog lica uz zadrzavanje identiteta osoba i drugih
facijalnih karakteristika poput godina starosti, atraktivnosti 1 mapiranog emocionalnog
intenziteta (tzv. emocionalne magnitude).

PredloZeni pristup koristi se metodom prenosa neuralnog stila za stvaranje stilizovanih slika,
uz neophodnost implementacije brojnih modifikacija kako bi se osiguralo povecanje
pamtljivosti slika, uz istovremeno oCuvanje originalnog stila i sadrzaja slike.

Okvirno, metod je dizajniran uz stavljanje naglaska na performanse povecanja pamtljivosti
slike. Pristup predloZen u metodoloSkom delu ove disertacije artikulisan je kroz tri glavne
komponente:

1) Selektor stila (The Style Selector)
2) Skorer (The Scorer)
3) Sintetizator (The Synthesizer)

Zbog ovoga je pristup nazvan S-Cube ili S*, a radi jednostavnijeg razumevanja ideje, sledi
ilustracija koncepta i pregled modela razvijenog za potrebe ovog istraZivanja.
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Sa fotografije se vide dve osnovne faze — trening 1 test faza. U vreme treninga, Sintetizator (S)
1 Skorer (na ilustraciji oznacen sa “M”) sluze za generisanje podataka o treningu za Selektor
stila slike (oznacen kao “R” na ilustraciji). Podaci o treningu su istaknuti u delu uokvirenom
crvenom isprekidanom linijom. U vreme testiranja, Selektor stila slike za svaku novu sliku nudi
sortiranu listu stilova, zasnovanu na predvidenom povecéanju skora memorabilnosti slike.

Selektor je prema tome jezgro predloZenog pristupa 1 njegov zadatak je da za arbitrarnu ulaznu
sliku 1 set skupova stilskih slika preuzme podskup slika koji ¢e moci da proizvede najveci
porast pamtljivosti ulazne slike. Drugim recima, Selektor stila slike predvida ocekivano
povecanje ili smanjenje pamtljivosti koje ¢e svaki stil proizvesti na ulaznoj arbitrarnoj slici, a
shodno tome 1 rangira skup prema ocekivanom povecanju pamtljivosti. Tokom treninga,
Sintetizator 1 Skorer se koriste za generisanje slika iz mnogih parova ulaznih slika. Svaka
ulazna slika je zatim povezana sa relativnim povecanjem ili smanjenjem pamtljivosti koja se
dobija sa svakim od stilova. Pomo¢u ovih informacija moZemo nauciti da predvidimo
povecanje ili smanjenje pamtljivosti za nove ulazne slike, te stoga rangiranje vr§Simo prema
ocekivanom povecanju.

IstraZivanje demonstrira i moguénost predvidanja ne samo stilova koji imaju najveci potencijal
pamtljivosti, ve€ 1 za svaki stil automatsko izraCunavanje optimalnog stepena stilizacije.

Uz sve ovo, primenjena je 1 kvalitativna analiza za ispitivanje korelacije izmedu pamtljivosti i
ostalih opaZajnih kvaliteta poput afektivnog kvaliteta, zanimljivosti slike 1 sl.

Uzimajuéi u obzir multidisciplinarni karakter ovog istraZzivanja, u metodoloSkom domenu ono
svakako predstavlja kombinaciju kvalitativne i kvantitativne analize. Zbog naglaska na
dubljem razumevanju 1 elaboraciji slika, kvalitativna metoda smatra se korisnom za podrucje
socijalnog istrazivanja, odnosno tog aspekta u celokupnoj izradi disertacije. Ovo empirijsko
kvalitativno proucavanje doprinosi sakupljanju vaznih ¢injenica koje bi mogle biti propusStene
opStim kvantitativnim proucavanjem. Sa druge strane, kvantitativni pristup daju bolji uvid u
ustanovljene uzro¢no-posledi¢ne odnose izmedu ispitivanih komponenata.
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Na kraju, realizovana je 1 eksperimentalna evaluacija efektivnosti razvijenih modela
posredstvom korisnic¢ke studije kroz strukturiranu igru memorije. Evaluacija je realizovana
elektronski podrzanim putem, slanjem direktnog linka do igrice, posredstvom Interneta.

Trening faza

Tokom trening faze vrsi se uCenje tri modela. Sintetizer (Synthesizer, Sy) i skorer (Scorer, Sc)
se koriste za generisanje slika iz velikog broja input parova: slika-semenka stila. Posledi¢no,
uce 1 da skoruju ove parove. Drugim re¢ima, svaka input slika je zatim povezana sa relativnim
povecanjem, odnosno smanjenjem skora pamtljivosti dobijenim u kombinaciji sa svakim
»semenom* stila. Zahvaljujuéi ovim informacijama mozemo da predvidamo porast odnosno
smanjenje skora pamtljivosti nove slike, a zatim i da rangiramo sve stilove na osnovu
ocekivanog porasta pamtljivosti, Sto je i cilj. U nastavku sledi detaljniji opis ovih aktivnosti.

Model skorovanja, tzv. Scoring model (Sc), vraca vrednost pamtljivosti Sc(I) genericke slike
I, Sto se uc¢i pomocu trening seta slika anotiranih pripadaju¢im skorom pamtljivosti:

M = {ILM)mi}{=1

Osim trening seta, u obzir se uzima i razmatra generiSuci set prirodnih slika:
— (JGG
g - {Ig }g=1

kao i set stilskih slika:
§= {Ss}§=1

Zatim se procesom sintetizacije posredstvom tzv. Synthesizer-a proizvodi slika na osnovu para
slike-semenke stila,

Iys = Sy(I§, S5)

Scoring model Sc i Synthesizer Sy su neophodni koraci za trening selektora “semenki” stila,
Selector SI. Za svaku Ig € G sliku i za svaki stil §¢ € § postupkom sinteze stvara se Iy;.
Scoring model se koristi za racunanje meduprostornog jaza (praznina) izmedu skorova
pamtljivosti sintetizovane i originalne slike:

m$¢ = Se(lys) - Sc(15)
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Nadalje se koncentracija svih skorova vezanih za ,,semenke* stila koristi za ucenje selektora
tih semenki, a za potrebe ovoga je konstruisan trening set prirodnih slika koje su oznacene sa
svim spomenutim razlikama u skorovima pamtljivosti:
— (G S G
R=A{l ,my }g=1

Proces selekcije “semenki” zapravo je definisan kao problem regresije i mapiranja R izmedu
same slike 1 svih pridruZenih vektora rezultata meduprostornog jaza skorova pamtljivosti. Od
momenta od kog je selektor treniran na R, u stanju je da proceni vektor svih meduprostornih
praznina za test sliku, Sto je daleko brze od pokretanja Synthesizer Scorera. Uz ovo je
obezbedeno i rangiranje “semenki” stilova u zavisnosti od njihovih moguénosti da fotografiju
ucine pamtljivijom, odnosno, dobija se pregled najboljih semenki koje odgovaraju najve¢em
porastu skora pamtljivosti.

Test faza

Tokom test faze 1 zadate nove slike I, selektor “semenki” stilova je angaZovan za predvidanje
vektora meduprostornih skorova pamtljivosti za sve stilove: m, = S/ (I,). Rangiranje stilova je
zatim izvedeno iz vektora m,, a na bazi ovih rangova, Synthesizer je apliciran na test sliku I,

uzimajuci u obzir isklju¢ivo Q semeke stila Sy proizvodeci set stilizovanih slika:

{Iqs}g=1 .

A 4.1. Eksperimentalna validacija

PredloZeni metod nazvan S-cube eksperimentalno je validiran koriSéenjem prethodno opisanog
LaMem skupa podataka. Tokom ove faze, u obzir su uzete:

e 45,000 slika za trening

e 10,000 slika za test

e 3,741 slika za validaciju.
Prvim postupkom izvrSena je podela LaMem trening seta u dva podskupa, svaki od po 22,500
slika, M1 E, koriS¢enih za treniranje prediktora, ¢ije su se performance evaluirale raCunanjem
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rang korelacije izmedu predvidene i stvarne pamtljivosti na LaMem test setu. Dobijeni skor
rang korelacije iznosi 0.63 za oba modela, dok je skor 0.64 dobijen na ukupnom LaMem trening
setu, Sto je sli¢no ljudskom uc¢inku od 0.68. Test set LaMem slika sacinjen od 10,000 fotografija
koriSéen je za ucenje selektora stilova. Podelom LaMem test seta na test za trening, validaciju
1 testiranje za selector, vrSeno je u odnosu 8:1:1, drugim re¢ima 8,000 slika za trening, a po
1,000 za validaciju i testiranje.

Kada su u pitanju “semenke” stilova, pamtljivost smo procenjivali i na osnovu svih slika iz
DeviantArt baze, izdvajanjem 50 najpamtljivijih i 50 najmanje pamtljivih slika iz ovog seta
podataka. Ovo je dalo rezultat pamtljivosti u rangu izmedu 0.556 1 0.938.

Sve ovo radeno je sa ciljem da se samom istraZzivaCkom postupku pridruzi dokaz koji potvrduje:

e da predlozen metodoloSki okvir poseduje kapacitet povecanja pamtljivosti proizovljnih
slika,

e aliidademonstrira da je eksterni prediktor (E£v) dobar posrednik za procenu korisnika.

Kompletna studija predstavlja prvu dubinsku analizu koja uspeva da postigne automatsko
povecanje pamtljivosti arbitrarno izabrane slike, Sto je upravo razlog zbog kog direktno
poredenje sa prethodnim studijama, niti ovakve vrste kvantitativnih analogija nisu izvodljive.
Aktuelno stanje u oblasti uspelo je da otvori put ovakvim i slicnim aplikacijama i raznim
drugim vrstama manipulacije slikom, uz evidentno moguce precizno raunanje mapa
pamtljivosti slika.

A.5. Rezultati

Interni 1 eksterni prediktori trenirani su na prirodnim slikama zbog ¢ega je diskutabilno pitanje
da 1i ishod ovih prediktora vaZi za stilizovane slike. Ipak, za procenu povezanosti spoljnog
prediktora i rezultata ljudskog angazmana, racunali smo vrednost Pirsonovog koeficijenta
korelacije 1 MSE uzimajuci u obzir automatski predvidene, ali i realne skorove pamtljivosti

slike u setu za verifikaciju Z. Vrednost Pirsonovog koeficijenta odgovara originalnoj i

stilizovanoj slici u setu Z1iznosi 0 = 0.66 za originalnu i @ = 0.50 za stilizovanu, uz napomenu

da je ljudski performans @ = 0.68. Racunanjem Spirmanovog koeficijenta dobijeni su isti
zakljucci kao 1 prilikom raCunanja Pirsonovog koeficijenta korelacije. Sviovi rezultati svedoce
o visokoj korelaciji izmedu realnog 1 predvidenog skora pamtljivosti.
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A.6. Zakljucak

SloZen fenomen vezan za vizuelnu memoriju zavisi od mnogobrojnih faktora. Variranjem i
modifikovanjem stila slike, uspeSno se otkriva nacin na koji se verovatno¢a da ¢e slika biti
upamcena isto tako povecava. Shodno tome, kreiran je i predstavljen nov pristup povecanju
pamtljivosti slike baziran na postulatima editovanja slike apliciranjem filtera.

Jedinstveni doprinos ovog pristupa sastoji se u procesu automatskog izraCunavanja stila koji
daje garanciju za povecanje pamtljivosti date 1 izabrane slike, generiSuci stilizovanu verziju
originalne slike.

Na prethodnim stranicama prikazano je istraZivanje kakvo do sada nije radeno u ovoj
istrazivackoj oblasti, a ni Sire. Iako je fokus bio na pamtljivosti, predsloZeni pristup je krajnje
fleksibilan i ima mogucnost proSirivanja polja aplikacija, recimo na druge perceptivne atribute
poput estetskih, ali 1 afektivnog kvaliteta, evociranih emocija 1 sli¢no.

Druga proSirenja ovog rada mogla bi i¢i u smeru izmena prilikom racunanja stepena stilizacije,
ali 1 predvidanje subjektivnih atributa tehnikom prenosa neuronskog stila, uz uverenost da se i
drugi modeli dubokog uc¢enja mogu iskoristiti u ove svrhe, konkretno Generativne Adversarial
Networks (GANSs), te ¢e predstojeci radovi svakako biti posveceni proSirivanju predloZen og
okvira prate¢i ovaj smer.
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Oopa3zan - [11an TpeTMaHna nogaTaka

Osaj Obpaszay uyunu cacmasHu o0eo OOKMOpcKe oucepmayuje, OOHOCHO
O00KMOPCKO2 YMEMHUYKO2 Npojekma Koju ce opanu na Yuueepsumemy y Hogom
Caoy. llonymwen Obpazay ykopuuumu uza mekcma O0OKMOpcKe oucepmauyuje,
O0OHOCHO OOKMOPCKO2 YMEMHUUKO2 NPOjeKma.

[InaH TpeTMaHa nmogaraxa

Ha3uB npojexTa/mcrpaxnBama

AYTOMaTCKO noBehame NaMTJbUBOCTH CIIMKA

Ha3nB nHCTHTYIMje/MHCTUTYIMja Yy OKBHPY KOjHX Ce CIIPOBOAN HCTPAKMBAH€

a) Yausepsuter y HoBom Cany, @akynTeT TEXHUUKHX HayKa
0) Yuusep3urer y Tpenty, JlenapTman 3a HHPOPMALIMOHO HHKEHEPCTBO U pauyyHApCKe HAyKe
B) CteneHOom YHUBEP3UTET U AJIKaia YHUBEP3UTET — CTYJCHT Y TOCETH

Ha3u nporpaMa y OKBHpY KOI ce peajiu3yje HCTPaKHBaHe

Crnopazym o mehyHnapogHoM aBojaoM jaokropary (Co-tutelle de thése) namely YHuBepsurera y
HoBom Cany, ®akynrtera Texuuukux Hayka (MHIyCTPHjCKO HMHKCHEPCTBO W HHKCHECPCKH
MEHAIIMEHT) U YHuBep3utera y TpeHry.

Tema: Ayromarcko noBehame MaMT/BUBOCTH CIIMKA.

1. Onmc mogaraxka

1.1 Bpcra cryauje

Yxkpamxo onucamu mun cmyouje y okeupy Koje ce nooayu npukynvajy

Kopumrheme TexHIKa MaITMHCKOT Y4€Ha 3a MOCTH3akhe BEIITaYKe HHTEIUTCHIIH]e TI0Apa3yMeBa
NPUMEHY aIrOpUTaMa MPETXOAHO UCTPEHUPAHKX MojaluMa. PauyHapu 0BOM MPUIIMKOM
KOPHUCTE BEIMKE KOJIMYMHE MoJ[aTaka Kako OW M3BpIIMIM ofpel)eHn 3a1aTak u U3rpaguin MoJel
ca ubeM npeasuhama oapel)eHnx nojaBa win JOHOIIEHA o/uTyKa. ToKoM peanu3anuje
UCTPaXKMBama MPHUCTYIIIO CE KBAHTHUTATUBHO] Y KBAJIATATHBHO] €BATYaIljH TPEII0KEHOT
MoOJIeTia 32 ayTOMaTCKO MoBehame MaMTJbUBOCTH CIIMKA. EMIIMPHjCKO NCTpaKMBame
MOCMaTpPaHUX ¥ MEPJPUBHUX KaPaKTEPHUCTHKA CIIMKE CIYKWIH Cy 32 IIPOBEPY TCOPH)CKHX OKBUPA,
MPEeIUKIN]y pe3yaTaTa u yIBphuBame oqHOca n3Mely Bapujadiau KOpUIINEHhEeM CTaTUCTUIKIX
ananm3a. [{uss npukymnbama mnojgaraka Ouo je JeMOoHCTpaluja epeKTUBHOCTH PEII0KEHOT
NPUCTYTIA TIOCPEICTBOM €KCIIEPUMEHTAITHE CTY/IMj€ Ha jaBHO JOCTYITHOM CKYITy MOJjaTaKa
JlaMew (enr. Large-Scale Image Memorability — LaMem) xoju npeactaBiba Hajsehy moctojehy
0a3y aHOTHpaHMX CIIMKa 32 MMPOICHY MaMTJFUBOCTH, Ka0 M IPUMEHOM KOPHCHUYKE CTyIHje 3a
yuje norpede je peanan3oBana urpa Mmemopuje. Ocum oBora, 3a noTpede UCTpaknBama KOpUIIheH
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J€ ¥ CeT ancTpakTHUX YMETHUUKUX CIIUKa T3B. DevianaArt, 300T poIeHe A2 je arncTpaKTHa
YMETHOCT K0ja C€ YIJIaBHOM OCJIama Ha KOMOMHAIIHMje TEKCType U 00je, HajTIoroHM]ja 32 OBO
HCTPAXKUBAHE.

1.2 Bpcre nonaraka

a) KBAHTUTATUBHU — IIAMTJBUBOCT CIIMKE je cama 1o ce0M 00jeKTHBHA M KBAaHTUTAaTUBHA Mepa U
HE3aBUCHA j€ 0]] TocMaTpaya, a MOXe ce M pauyHapckH npeasuaetu. M3 tor pasiora je Hajehu
7Ie0 CTy/Arje ocBeheH OBAaKBOj BPCTH aHAIM3E MT01aTaKa.

0) KBaJIMTATHBHU — 3a OTpeOe UCTpaKUBaba U eBallyalldje Mojesa, peaJr30BaHa je u
KOPUCHHUYKA CTY/Hja U KOHCTPYHCaHa Majla UTpa MEMOpPHje TOKOM KOj€ Cy UCTIUTaHHMIIH,
YUECHMIIU Y UCTPAKUBAIbY, JONPUHEINH 101aTHO] BAIUIALIN]H.

1.3. Hauun npukynspama nojgaraxka

a) aHKeTe, yNUTHHUIIN, TECTOBH

0) KIMHUYKE MPOLIEHE, MEAUIIMHCKH 3alHUCH, €JIeKTPOHCKH 3/IPaBCTBEHH 3aIUCH
B) T€HOTHUIIOBU: HABECTU BPCTY
I') aIMUHUCTPATUBHU TMOJAlN: HABECTU BPCTY
1) y30pIM TKUBA: HABECTH BPCTY
h) caumuu, Gpororpaduje: HaBecTH BpCTy - poTorpaduje
€) TeKCT, HaBECTH BPCTY
’K) MaIla, HaBeECTHU BPCTY
3) OCTaJIO: ONKUCATH

1.3 ®opmar nonataka, ynorpedsbeHe ckae, KOJIMYMHA oaTaKka

JlaMewm 6a3a, ykynHo 58.741 ¢ororpaduja xopumrheno (http://memorability.csail.mit.edu/).
Taxobhe, 500 ancrpaktHux ciuka (http://disi.unitn.it/~sartori/datasets/deviantart-dataset/). Toxom
excriepuMeHTanne ¢ase, kopuirheno je 45000 cnuka 3a Tperunr, 10000 cnuka 3a TecTupame u
3741 cnuka 3a BaJHIAIM]y OBOT UCTEPAKUBAbA.

1.3.1 Ynorpebsbenu coptep u popMaT TaTOTEKE:
a) Excel ¢ajn, natoreka
b) SPSS ¢ajn, naroreka
c) PDF ¢ajn, natoreka
d) Tekcr ¢ajn, natoreka
e) JPG ¢aja, natorexa — cer mogaraka cauusbeH o1 ¢ajaosa y ¢popmary .jpg
f) Ocrano, naroreka

1.3.2. bpoj 3amuca (K01 KBAHTUTATUBHUX MO/IaTaKa)
a) Opoj Bapujabiu — jeqHa
0) 6poj Mepema (MCIUTaHUKA, IPOLIEHa, CHUMAaKa U CIL.):
e 3a TpeHHHr je uzBeneHo 70.000 urepanuja cTOXaCTUYKOT TPaJIMjeHTHOT CITyIITamka (€HT.
stochastic gradient descent) ca momenTymoM 0.9, Op3uHOM yuemwa (eHr. learning rate)
1073 u BenmuumHOM cepuje (eHr. batch size) 256;

® Yy KOPUCHHUYKOj CTYAMjU (MTPU MEMOPHU]E€) U IPOIIECy BaUAaIMje, yUeCTBOBAJIO je
ykynHo 200 ncnuraHuka.
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1.3.3. IloHOBJbEHA MEpEHA

a) na

0) He

YKOJIHKO je 0ITOBOP J1a, OATOBOPUTH Ha cieneha nurama:

a) BPEMEHCKHU pa3MaK U3MeJIjy TIOHOBJLEHUX Mepa je

0) BapujabIie Koje ce BUIIE MMyTa Mepe OJIHOCE Ce Ha

B) HOBe Bep3uje (ajioBa Koju caapike MOHOBJLEHA MEpEeha Cy UMEHOBAHE Kao
Hamnomene:

Ha nu ghopmamu u cogpmeep omoeyhasajy oemerve u 0yeopouny aiuoOHOCm nooamaxa?
a) /la
0) He
Axo je 0o02080p He, obpazniodicumu

2. lIpukymbame NoJaTaKa

2.1 Metogonoruja 3a IpUKYIUbamke/TeHepUCAhE TI0JaTaKa

3a notpebe HCTpaKuBarmba MPUMEHEHH Cy €KCIIEPUMEHTH Ha JaBHO TOCTYITHUM CETOBHUMA
nojaTaka MpeTXoaHo OnucaHuM noj taukoM 1.3. Jlucepramuja ce ocnama Ha aKTyeJTHO CTambe U3
JIOMEHa MaMTJBUBOCTH CIIMKA, TIoJa3ehu o] MPUKYIIJbEHUX CKYIIOBA MO/IaTaKa CIMKa MoceOHO
IM3ajHUPaHMX 3a IPOyYaBamke OBOT CBOjcTBa (poTorpaduje, ykibyuyjyhu u TexHuke kopumrhene
3a aHOTalM]y KOpUIINEeHNX CeTOBa MojaTaka CKOpoBMMa NaMTJbuBocTU. JJaMeM cet mogaTtaka
MPEJCTaBJba KOJIEKIU]y HACTATY NPUKYIJbakbeM HEKOJIMKO NOCTOjehrX, pa3IuyiTHX CETOBA
nojaTaka, ykjbydyjyhy ceto mojaraka apeKTUBHHUX CIIUKA, CAYMELEHOT OJ] YMETHUYKUX U
arniCTPaKTHUX CJIMK, KOPUITNEHOT Y BEJIMKOM OpOjy MCTPaKHBamba eMOoIHja. ATICTPaKTHE CIIHUKE
u3 ceta JleBUaHTAPT NPUKYTIJbEHE Cy ca OHJIAajH BeO CTpaHUIA U COLUjATHUX MpPEka HaMEHCHUX
JIeJbeby YMETHUUKHX CIIMKa KOje Cy Kpeupanu camu KopucHun. Ilpeacrasipa jenny on
HajBehrX MHTEpHET YMETHUYKHX 3ajeIHuIa (ca 0Ko 360 MUIMOHA YMETHUUKHX JIeJIa U TIpeKo 35
MWJIMOHA PETUCTPOBAHUX KOPUCHHKA, Mel)y KOjuMa UMa 1 amaTepa 1 npoecHOHATHIX
yMmeTHHKA). CBE CIIMKE OpraHU30BaHEe Cy Y KaTeropuje, MTo M0jeTHOCTaBIbYje MPEY3UMakhe CaMO
JKEJHEHOT CTHJIA. 3a oTpede peanusairje oOBe CTyAuje KOpUIIheHe Cy ancTpakTHE CIUKE U3
kareropuje: Tpaaunmonanno — YMetHocT — Ciuke — ATICTpaKTHA YMETHOCT.

2.1.1. YV okBHpY KOT UCTPaXMBAYKOT HALPTa Cy MOJALU IPUKYIIJbEHN?

a) EKCIIEPUMEHT, HAaBECTH TUIl — €eKCIIEPUMEHTH y pauyHapckoMm Buay (eHr. Computer Vision)
0) KOpealmoHO UCTPAKUBAE, HABECTH TUI
1) aHaJin3a TeKCTa, HABECTH THUII
1) OCTaJlo, HAaBECTH ITa — J[eCKpUNTHBHA aHaJIM3a [o/1aTaKa
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2.1.2 Hasecmu épcme MepHUX UHCIPYMEHAMA Ulu cmaHoapoe nooamaxka CneyupuuHux 3a
o00peherny nHayuHy OUCYunIury (aKko nocmoje).

VY mporecy eBanyaiyje pesyarara kopumheru ¢y [IupcoHoB koeduilnjeHT Kopenaiuje (€HT.
Pearson's correlation coefficient), CnupmanoB KoepuIijeHT Kopenanuje (eHr. Spearman's rank
correlation coefficient), Cpenma rpemika kBaapara (eHr. Mean squared error), Taénost
BPEIHOCTH BeIMYUHE (€HT. Accuracy).

OcuM KBaHTUTATHUBHE, CITPOBE/ICHA j¢ U KBaJMTATHBHA €Bajlyalllja U KpeupaHa urpa MeMopHje,
npahembeM IPOTOKOJIA U3 MPETXOTHO 00jaBJbEHUX PaI0Ba.

2.2 KBanuteT nojaTaka u CTaHIapau
[TpeunmrhaBame 1 Tpanchopmalrja nogaTaka mpe yjaacka y mpouec aHajimse.

2.2.1. Tperman HenocTajyhux mojmaraka
a) [la mu maTpuna caapxu Henocrajyhe nmonatke? Jla He

AKO je 0AroBOp A3, OArOBOPHUTHU Ha cieneha nurama:

a) Konukwu je 6poj Hegocrajyhux mogaraka?
0) Jla mu ce KOPUCHUKY MaTpHIle Mpenopyuyje 3aMmeHa Heqocrajyhux mogaraka? Jla He
B) AKo je oZIrOBOp J1a, HABECTU CYTecTHje 3a TPETMaH 3aMeHe HeJJ0CcTajyhux mojgaTaka

2.2.2. Ha xoju Ha4MH je KOHTPOJIMCAH KBaJUTET nojaraka? Onucati

Hckasm o ToMe Aa cy mojary, OJHOCHO CeToBH nojaaraka (dotorpaduja), kopunrhenu 3a
noTpede OBOT HCTPaKHUBaha JOCIIEIHHU, TAYHH, TIOTITYHH M BEPOJIOCTOjJHU MpoHaheHu cy y caMoM
OIUCY CKYTIOBA MOAATaKa, Kao M y MPY>KEHOj EKCIIEPUMEHTAIHO] BaJIUIAalijH. 32 KpeHpame
CKyTa IojaTaka 3HaTHO pa3HOBPCHUJET OJ1 CBUX JI0 Taja nocrojehux, kopuirhenu cy
Hajpa3IMYUTHjH CKYTIOBHU TOJaTaka ¥ UCTPAXKUBAHA je Kopenaiyja n3Mely arpulyTra Be3aHHX 32
CBaKH MOjeIMHAYHH CKYII ¥ TAMTJbUBOCTH.

2.2.3. Ha xoju Ha4¥H je U3BpIICHA KOHTPOJIA YHOCA [T0JIaTaKa y MaTpHILy?

Kopumrthenu nmonamu npumnajajy IpeTxoIHO OMMCAHUM JaBHO JOCTYITHUM CKYITOBHMA IOJATaKa.
IIpe yHOCa mojaTakaa y MoJieJle MaIIMHCKOT yuekha TOKOM UCTPaXUBamba, U3BPIICHA je IIPOBEpa
YBUJIOM y MHUIMjalIHy 0a3y mojaraka.

3. Tperman nogaraka u npateha fokymeHnranuja

3.1. TpermaH u yyBame nojaTaka

3.1.1. Hooayu he 6umu oenonosanu y HaP/[3C penozumopujymy (Hayuonannu Penozumopujym

Jucepmayuja y Cpouju).
3.1.2. URL aopeca https://www.cris.uns.ac.rs/searchDissertations.jsf
3.1.3. DOI
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3.1.4. Jla nu he nooayu 6umu y omeopenom npucmyny?

a) /a
0) a, anu nocne embapea xoju he mpajamu 0o
8) He

Ako je 002060p ne, Hagecmu paznoe

3.1.5. llooayu nehe bumu denonosanu y penosumopujym, aiu he oumu yyganu.
Obpasznoocerve

3.2 Meramnojany u JOKyMEHTAIHja MMoaTaka

3.2.1. Koju crangapn 3a metanogarke he outu npuMemeH?

Crannapn xoju npumemyje Penosuropujym Yuausepsutera y Hosom Cany.

3.2.1. HaBectu MeTanoiaTke Ha OCHOBY KOjUX CY HOJallX ACTIOHOBAHH Y PEIIO3ZUTOPHjYM.
[IBera MajranoBuh (2021): AyromaTtcko moBehame MaMTJEUBOCTH CIIUKA

Ako je nompebHo, Hasecmu mMemooe Koje ce Kopucme 3d npey3umMarse no0amaxd, aHaIumuyKe u
npoyedypaite ungopmayuje, Uxo8o Koouparse, demasshe onuce 8apujadbiu, 3anuca umo.

3.3 Crpareruja u cTanaap/au 3a 4yBambe MojaTaka

3.3.1. Mo xor nepuoja he nmonany O6uTH 4yBaHH y peno3utopujymy? Hema orpanndema.
3.3.2. la nu he nonamu 6utu aenonoBanu nox mudpom? Jla He

3.3.3. Ma nu he nmdpa Outn noctynHa ogpeheHoMm kpyry ucrtpaxkuada? Jla He

3.3.4. la 1u1 ce moaany MOpajy YKIOHUTH U3 OTBOPEHOT MPUCTYIA MOCIIe U3BECHOT BpeMeHa?
Ja He

O06paznoxutu

4. bBe30eaHOCT MOJATAKa W 3AIUTHTA MOBEP/LUBUX HHPOPMALHja

Ogaj onesbak MOPA OuTH MONymeH ako BalllK MOJANN YKJbYUY]y JIMYHE MOJATKE KOjH Ce
OJTHOCE Ha YYECHUKE y UCTPAKUBAKY. 3a Ipyra UCTpakuBama Tpeda Takohe pasMOoTpUTH
3aIITUTY U CUTYPHOCT MOJATaKa.

4.1 ®opmaliHU CTaHAAPAU 32 CUTYPHOCT MH(pOpMaIlHja/moaTaka

HctpaxkiBaun KOju CIIPOBOJIC HCITUTHBAKA C JbyIUMa MOPajy Ja e MpUIPKaBajy 3akoHa O
3aIITUTH TO/IaTaKa O JMYHOCTH
(https://'www.paragraf.rs/propisi/zakon_o_zastiti_podataka_o_licnosti.html) n onrosapajyher
MHCTUTYIIMOHAIHOT KOJIEKCa O aKaJIeMCKOM HHTETPUTETY.
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4.1.2. la nu je uctpakuBame 0100peHo o1 cTpane eTuuke komucuje? [la He

Ako je onrosop Jla, HaBecTH 1aTyM M Ha3MB €THUKE KOMHCH]E KOja je 0JJ00priIa UCTPAKUBAHE
HcTpaxkuBame je CIpoBEICHO y CKIIAAy ca MPOMHCHUMa 3a UCTPaXHBamba OBOT TUIA HA
VYuusepsutery y Tpenry. 3a norpede ucTpakuBamba HUCY IPUKYIIJbaHEe HUKAKBE JINUHE
uHopMalrje o] yuecuka.

4.1.2. Jla i mopanm yKJbydyjy JTUYHE MOJIaTKe yuecHuKa y uctpaxupamy? Jla He
AKo je oIroBOp J1a, HABEIUTE HAa KOJU HAYMH CTE OCUTYPAITH MTOBEPJHUBOCT U CUTYPHOCT
nH(pOopMaIrja Be3aHUX 32 UCTIUTAHUKE:

a) [Tomary HUCY Y OTBOPEHOM MIPUCTYITY
0) [Momary cy aHOHUMU3UPAHU
1) Ocrtaino, HaBecTH IIITa

5. locTynHOCT moaaTaKa

5.1. Ilooayu he bumu

a) jaeno oocmynHnu

0) docmynHu camo YCKOM Kpyey ucmpaxcusaua y oopeleHoj Hayynoj oonacmu
Y) 3ameopeHu

AKo ¢y nodayu 0ocmynHu camo YCKom Kpy2y uCmpaxcusaid, Hagecmu noo Kojum yCio8uma Moy
0a ux Kopucme:

AKo cy nodayu 00CmynHu camo yCKOM Kpy2y UCIMPAXCUBAYA, HABECMU HA KOjU HAYUH MOCY
NPUCIYRUMU NOOAYUMA:

5.4. Hasecmu nuyeHnyy noo kojom he npuxynmenu nooayu oumu apxueupaHu.
AyTOpPCTBO — HEKOMEPIHjaTHO — O€3 Tpepae

6.1. Hasecmu ume u npesume u mej aopecy 61acHuxa (aymopa) nooamaxa
[IBera MajranoBuh, cveta.majtanovic(@gmail.com

6.2. Hasecmu ume u npesume u meji aopecy ocode Koja 00picasa Mampuyy ¢ nooayuma
I[Bera MajranoBuh, cveta.majtanovic(@gmail.com
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6.3. Hasecmu ume u npesume u mejn aopecy ocobe xoja omocyhyje npucmyn nooayuma opyeum
UCMPaXscu8ayumMa
IIBeTa MajranoBuh, cveta.majtanovic@gmail.com
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