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Dynamic characteristics of the Koshava wind
Abstract

Koshava is a local wind usually observed in the cold part of the year over the
large part of Serbia, parts of Romania, parts of Hungary, and east Croatia.
Koshava blows from southeast quadrant. The Eurasian high and Mediterranean
cyclones, together with the orography of the eastern Balkan, are the main drivers
of the Koshava wind. In this study, a comprehensive analysis of long-term trends
of the Koshava wind in the period between 1949 and 2010 is carried out. The
trend analyses are performed on wind data sets from five synoptic weather
stations, all situated in the region where the Koshava wind is fully developed. In
order to obtain more accurate trends, Koshava speeds are divided into two
categories: (1) all wind speeds and, (2) wind speeds above 5 m sl. Two
homogeneity tests are used to inspect the quality of wind speed and wind
direction time series. The Mann-Kendall test and the Sen’s slope estimator are
used to analyze trends of the Koshava speeds and the annual number of days
with the Koshava wind. Statistically significant negative trends of the Koshava
speeds and wind activity are observed at almost all weather stations and are
generally more pronounced for wind speeds above 5 m s.. The negative trends
of the Koshava wind are mostly related to the changes in the synoptic circulation,
temperature and weakening of the Eurasian high and West-Mediterranean
cyclones. It is shown that observed declining of the Koshava wind does not have

a significant impact on reducing the wind energy potential in the region.
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The main characteristics of the Koshava wind are its high wind speed,
southeasterly direction, persistence, and gustiness. This thesis furthermore
analyzes the synoptic (Mediterranean cyclones and Eurasian anticyclones) as
well as the mesoscale contributors to the Koshava wind. Time and spatial
features of the pressure systems have been analyzed using an automatic cyclone
and anticyclone tracking scheme. The results show that the Mediterranean
cyclones and Eurasian anticyclones that generate Koshava are approximately
1000 km away from the KR. It is demonstrated that the strong anticyclones are
the main trigger for the Koshava wind. Less than 3 % of the Koshava winds
occurred without the occurrence of either an anticyclone or a cyclone. The
Synoptic Koshava Index (SKI), developed in this study and defined as the
difference between the area-averaged mean sea level pressures in the anticyclone
and cyclone regions, has been shown to be a good indicator of the Koshava
occurrence. Koshava has also been investigated from the perspective of the gap
flow and fohen windstorm. The across-mountain pressure difference is the most
important mesoscale contributor to the Koshava characteristics. The across-
mountain potential temperature difference, together with the across-mountain
pressure difference, can be successfully used to predict Koshava’s occurrence. A
simple linear probabilistic model for forecasting the Koshava mean hourly wind
speed has been constructed. The results demonstrate that the occurrence of the
Koshava wind can be predicted with the significantly higher accuracy than the
Koshava mean hourly speed. The correlation between Koshava and winds at

higher levels is small.

An extreme Koshava episode (EKE) from January 30 to February 4, 2014 has been
studied in order to investigate the vertical structure of the Koshava wind,

dynamics of extreme Koshava winds and capabilities of numerical models to

\Y



simulate EKEs. EKE was characterized by wind gusts above 45 m s, deep
snowdrifts and blizzard conditions. Strong Eurasian anticyclone (central
pressure of 1055 hPa) in combination with large temperature difference between
the anticyclone region and the Mediterranean (about 50°C) caused the EKE. It is
demonstrated that the anticyclone had the probability of occurrence of 0.1 %.
Koshava layer was either statically stable or adiabatic. The event is numerically
modelled using two mesoscale models: WRF-NMM and NMMB. Wind directions
were forecasted more accurately than the mean speed and gusts. It is concluded
that more research is needed in the field of numerical modelling of stable
atmospheric layers and wind gusts. This thesis also introduces a novel
methodology for snowdrift forecasts based on a relationship between the
horizontal gradients of wind speed and snowdrift locations. The method is tested
in the case of the EKE and the results are in a good agreement with the

observations.

Keywords: Koshava wind, local winds, Mediterranean cyclones, Eurasian
anticyclones, gap flow, Synoptic Koshava Index, trend analysis, homogeneity

testing, WRF, snowdrifts.
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HuHaMmuke KapakTtepucrmuke Komagse
Pe3nme

Kormasa je stokasiHM BeTap Koju ce Hajuellthe jaBiba y XJIa[IHO]j IIOJIOBUHM TOIVIHE
msHag Behux nenosa CpbOuje, mernosa Pymynuje, menosa Mabapcke m m3Haz
ncrouHe XppaTcke. KomraBa gysa w3 jyromcTodHor KsajpaHTa. EBpoasujckm
aHTUIIMKJIOH Y MeOWTepaHCKM IIMKIOHM y KoMOMHaluju ca oporpadujom
mcroyHor bankana cy miasHm yspoununy Komase. OBa cryauja npepcrasrba
IeTaJbHy aHaJIM3y OyropouHux Tpennosa Komase 3a menuon oz 1949. mo 2010.
roguHe. AHarmm3e TpeHOoBa cy ypabene xopucrehm mnomatke ca mer
CMHONTWYKMX MeTeOPOJIOIKMX CTaHMIIa KOje ce Hajla3e Y KOIIIaBCKOM PervoHy.
Y by pobumjarba ITO IMpelsHujux TpeHaoBa, Op3uHe Kolase cy nopesbeHe y
nBe kareropuje: (1) cee Op3uHe u (2) Op3mHe n3Hag 5 m s1. [1Ba TecTa 3a aHa/IM3Y
XOMOTEHOCTH ITofIaTaka KopuinheHa Cy 3a MCIUTHBae KBJIUTeTa IIogaTaka o
Op3vHM 1 cMepy Berpa. Man-Kenpgan (Mann-Kendall) Tect o mocrojamy TpeHzna
n CeHOB MeToOf], 3a OlleHy HarmbOa TpeH[a KopuitheHu cy 3a aHajIv3e TpeH0Ba
Opsune Komrase n ropuiimer Opoja gaHa ca Komasom. CTaTucTrdky 3HavYajHI
HeraTMBHM TpeHOoBU Op3uHe Kolllase 11 #eHe aKTMBHOCTHU 3a0eJIeXkeHu Cy Ha
CBVIM aHaIM3VIpPaHVIM CTaHMIIAMa VI TeHepaJTHO Cy M3pakeHMjn 3a Op3riHe BeTpa
msHag 5 m sl. VspaduyHatm HeraTuBHWM TpeHJo0BM KoIase ycjioB/beHU Cy
IIpOMeHaMa Y CMHOIITMYKO] IVPKYJIallijii, TPeHI0BMMa TeMIlepaType y perioHy
1 c1abrbereM EBpoasujckor aHTUIIMKIIOHA U 3allalHOMeAUTepaHCKIX IIMKJIOHA.
ITokaszaHo je ga ciabrbere KolllaBe Hema 3HauajHOT €KOHOMCKOI yTHIIaja Ha

BeTpOEeHePreTCKY IIOTeHIIMjajl y PerioHy.
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Komrasa ce kapakrepuille jakuM Op3mMHaM BeTpa, jyTOMCTOUYHUM CMEpPOM,
nocrojagomhy m jakmMm yaapmuma. OBa [JOKTOpcKa mAucepTalyja TaKobe
aHaJM3Mpa  CUHONTWYKe  (MeOuUTepaHCKM IMUKIOHM U eBPOoasujcKu
aHTULVKIIHOM) Kao M Me3opasMepHe dakTope Koju posoge mo Korase.
BpemeHcke u mpocTopHe KapaKTepuCTVKe CHMHOIITMYKMX CHCTeMa HIpUTHCKa
aHaJIM3MpaHe Ccy Kopucrehmu mreMy 3a ayToMaTCKO IeTeKToBarbe M Iipaherse
LVKJIOHA ¥ aHTUIVKIIOHA. Pe3yiTaTy 1okasyjy Aa cy MeAuTepaHCKI LIVKIOHW U
eBpoasujcKy aHTUIIMKIOHM Koju nosofe Ao Komrase ynmassenn oko 1000 km of,
KOIIIaBCKOT pervoHa. JleMOHCTpupaHo je Aa Cy U3pakeH! aHTULIVIKIIOHN IJIaBHI
y3pounuim Korase. Mame o113 % op, cBux 3a0estexxeHnx Koirasa jaBuio ce 6e3
HNpUCyCcTBa NUKIOHA Wi anTuimkiIona. [Tokasano je ma CunonTiuxkm Komasa
mnpekc (CKH), koHcTpymcaH y 0BOj CTYyAUju U JedMHMCaH Kao pasjvKa nsMeby
IIPOCTOPHO OCpelibeHNX HIpUTHCcaKa CBeJeHVX Ha HWMBO MOpa y PpervoHy
aHTULVKIOHA ¥ PeruMoHy LMKIOHA, IpefcTas/ba [o0ap MHAMKATOP IIOjaBe
Komase. Komrasa je Takobe aHaymM3upaHa Kao KaHamcaHU M (PeHCKM BeTap.
IIpexomiaHvHCKa pa3IMKa IIpUTHCaKa je Haj3Ha4YajHuju Me30pasMepHU
KomaBcku  ¢dakrop. IlokazsaHOo je mHa ce IIpeKOIUIaHMHCKAa pasJivKa
MOTEeHIMjaJIHVX TeMIlepaTypaM Y KOMOMHaIMj ca IPeKOIUIaHMHCKOM
pasIMKOM IIpUTHCaKa MOXe YCIIeIIHO KOPWUCTUTU 3a JeTekToBarbe Korase.
JemHOCTaBHM MOl JIMHeapHe perpecuje KOHCTPYMCaH je 3a IIPOrHO3y Cpellibe
catHe Op3uHe Komase. PesysiraTi oBe cTyauje mokasyjy Aa ce nojasHoct Koriase
MOXKe IIPOTHO3VMpAaTV MHOTO Ipelu3Huje of cpenrbe caTHe Op3mHe Kormrase.

Kopenamyja nsameby Korase n BeTposa Ha BehuM BucHaMa je citaba.

Excrpemnua xomrascka enmsona (EKE) xoja ce jaswia msmeby 30. janyapa u 4.
debpyapa 2014. roguHe aHa/M3MpaHa je Kako Ou ce mcImTajga BepTUKaIHa

crpykrypa Komase, guHamnka ekcrpemunx 6pusuna Komase 1 criocoOHOCT
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HyMmepuuknx Mopena ga cumyimpajy EKE. EKE w3z 2014 ce xapakrepucaiia
yoapuMa BeTpa mpeko 45 m s, myOGoKMM CHeXXHVMM HaHOCKMa, BejaBUIIOM U
MehasoMm. Bpiio mspaxxenu eBpoasujcki aHTUIVKIIOH (LIeHTpaJIHU IIPUTHCaK Off
1055 hPa) y xoMOwmHammju ca jakuMm TeMIlepaTypHMUM pasivkama msMmeby
aHTULVKIOHAIHOT pervoHa 1 Menurepana (oko 50°C) mpoyspokosaiu cy EKE.
ITokasaHo je /1a je BepoBaTHONa TI0jaBe OBaKO JyOOKOr aHTUIIMKIIOHA Marba O]l
0,1 %. Komascku cy10j je 61o crabwian v aamujabaTcku crpaTudukosad. Opa
CUTyallija HyMepudKH je MopesioBaHa Kopucrehu gsa Me3opasMepHa MozeJa:
WRF-NMM 1 NMMB. CmepoBu BeTpa Cy HPOTrHO3MpPaHM MHOIO TauyHVje Of
OpsuHa 1 yaapa BeTpa. 3aKibyueHO je J1a IIOTpeOHO BuIlle MCTpaXuBarba y
obacTiMa HYMepMUYKOI MOfeJIOBara CTaOVIHMX aTMOCepCcKMxX ycIoBa U
yoapa Berpa. OBa HOOKTOpcKa [Oucepranyja TakKobe IpefcTaBba HOBY
MeTO/0JIOTMjy 3a IMPOTHO3y CHEeXXHMX HaHOca Koja ce 3acCHMBa Ha IT0Be3aHOCTU
XOPM3OHTAJIHUX TpajujeHaTa Op3vHe BeTpa M JIOKallMja CHEXHMX HaHOCa.
ITpensoxenu meTo je TectpaH Ha puMepy EKE u pesysrtaTt ce ;oOpo ciiaxy

Ca oCcMaTpamnmMa.

Krpyune peun: Komasa Berap, JIOKaIHM BeTap, MeOUTEPaHCKM IIVKIIOHU,
eBpoasujcKy aHTUIIMKIOHY, KaHaymcaHny ToK, CnaonTnukm Komrasa vHperic,

TpeHp, aHanmsa, TecT xomorenocty, WRF, cHexxnn nHaHocwm.
Hayuna o6s1act: ['eodnsnuka Hayka
Y>ka Hay4uHa o0nacT: MeTteoposioruja

VIK 6poj: 551.5 (043)
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CHAPTER 1

1. Introduction
1.1 General introduction

Air is almost always moving. The horizontal movement of air is called wind and
it represents one of the most important dynamical features of the atmosphere.
Wind is characterized by its direction and intensity. Wind direction is defined as
the direction the wind is blowing from. It is graphically represented on the wind
rose in the units of degrees (°). Wind speed is defined as the rate of the movement
of air flow in distance per unit of time. Herein, the wind speed will be expressed
in the units of meters per second (m s1). The International System units are used

throughout this text.

Wind arises due to difference in air pressure between two places. The greater the
difference in air pressure, the stronger the winds. There are four primary forces
that drive wind: (1) pressure gradient force, (2) the Coriolis force, (3) the
centrifugal force, and (4) friction force. The detailed physical and mathematical
descriptions of these four forces can be found in Curié¢ (2002). The geostrophic
balance implies an exact equilibrium between the Coriolis force and the
horizontal component of the pressure gradient force. The gradient balance, on
the other hand, accounts for the curvature of the isobars and thus represents the
balance between the above-mentioned two forces and the centrifugal force. The
geostrophic/ gradient winds are good approximations of the actual winds in the

free atmosphere - the portion of the atmosphere above the planetary boundary

1



layer (PBL). The PBL is defined as a layer in the atmosphere directly influenced
by the Earth’s surface. The depth of the PBL depends on many factors, but in mid
latitudes is approximately 1 km from the ground. Because the surface effects are

decrease moving away from the surface, the wind profile inside the PBL follows

the Ekman spiral (Curi¢, 2002).

Depending on the size of the region over which they occur, winds can be divided
into global and local. Global winds represent movements of large air masses
around Earth. These winds are an integral part of the general circulation of the
atmosphere. The major global wind systems in the North Hemisphere, also
known as the wind belts, are trade winds, westerlies, and polar easterlies. Trade
winds occupy most of the tropics and in the Northern Hemisphere have
northeastern direction. The westerlies blow in the belt located between 30° and
60° latitudes. Most regions of Europe, North America and Asia are located in the
westerlies belt. The polar easterlies are irregular easterly winds that occur in the
latitudes above 60°. For the detailed description of the general circulation of the

atmosphere, the reader is referred to Satoh (2004).

Local winds blow over smaller regions and last shorter compared to the global
winds. Furthermore, they are characterized by more frequent changes of their
speed and direction. Local winds depend significantly on physical and
geographical features of the region above which they occur. Typical examples of
local winds are: sea and land breezes (Puygrenier et al., 2005; Hara et al., 2009;
Drobinski and Dubos, 2009; Crosman and Horel, 2010; Qian et al., 2011), local
winds between urban and rural areas (Haeger-Eugensson and Holmer, 1999;

Niino et al., 2006), local winds caused by orography (Sturman, 1987; Vergeiner



and Dreiseitl, 1987; McNider and Pielke, 1984) and katabatic winds (Oard, 1993;
Giaiotti et al., 2007; Gaffin, 2007).

The focus of this thesis is to investigate in detail certain dynamical and
climatological characteristics of one local wind which blows over the
Southeastern Europe and the Balkan Peninsula - the Koshava wind. The Balkan
Peninsula is surrounded by water on three sides (Figure 1.1). The Adriatic Sea is
located to the west and southwest, the large Mediterranean Sea to the south and
the Black Sea to the east. The peninsula is covered by several large mountain
ranges (Balkan Mountains, Rhodope Mountains and Dinaric Alps) which are

stretching from northwest to southeast.

1.2 Koshava (Kosava) wind

Koshava is a vigorous local wind that blows from the southeast quadrant over
north, central and eastern regions of Serbia. Though the wind is the most
pronounced in the aforesaid regions of Serbia, it can sometimes be detected in
south Hungary, east Croatia, and parts of Romania and Bulgaria found near the
Danube River. The main drivers of the wind are two pressure systems - a high
pressure system located over Eastern Europe and/or Western Asia, and a low
pressure system positioned over the Mediterranean Sea (Figure 1.1 and Figure
1.2). The high pressure system is usually associated with the Eurasian anticyclone
(EA), while the low pressure system is made-up of Mediterranean cyclones
(MCs) with west to east trajectories. The EA is usually the extension of the
Siberian High to Europe and Middle East (Shahgedanova, 2002). As shown in
Figure 1.1a, these synoptic pressure systems must have sufficient strength to
create strong and persistent pressure gradients that spread over the Western

Balkan region. Under these meteorological conditions, the isobars over the



Western Balkans have a meridional (north - south) orientation. This results in the
movement of air masses from Moldavia and Ukraine towards the Adriatic and
Mediterranean seas. These air masses, however, soon encounter long and tall
mountain massifs - the Southern Carpathians (Transylvanian Alps) to the north
and the Balkan Mountains to the south. Due to these natural obstacles, the cold
air is forced to flow into the Danube Valley towards the Iron Gates (Figure 1.1b).
The convergence of air at the Iron Gates creates a strong, persistent and gusty
wind, known as Koshava. Influenced by the local orography of eastern Serbia,
Koshava exits the Iron Gates in two major branches (Figure 1.1c). The north
branch of the Koshava wind continues to follow the Danube River, subsequently
reaching the northern part of Serbia (otherwise known as the Pannonian Plane).
Meanwhile, the mountains in eastern Serbia influence the south branch of
Koshava directing the wind towards the west and southwest, to the Morava
River Valley, from where it continues to follow the river. The wind is the

strongest along the Danube River and in the region around Vrsac (VR).

The EA and MCs can have profound influences on the weather and climate quite
a distance from their source regions (e.g. Rex, 1950; Makorgiannis et al., 1981;
Radinovi¢, 1987; Ding and Krishnamurti, 1987; Lingis and Michaelides, 2009;.
Nissen et al., 2010). The complexity of the Koshava wind, however, lies in the fact
that it is caused and influenced by the EA and MCs simultaneously. More
specifically, this characteristic of Koshava causes difficulties in its classification.
Figure 1.3 shows that while Koshava operates on meso spatial scales, it works on
meso to synoptic temporal scales. Due to the orography of the Balkan region,
Koshava is a local wind. However, due to the synoptic time scales of the EA and

MCs, Koshava typically lasts longer than the most local winds in the region.
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Figure 1.1. Sketch of a synoptic situation favorable for development of the
Koshava wind (a, b). In c) the black dashed lines schematically represent
typical Koshava paths.



These results are in accordance with the finding by Trigo et al. (1999) that MCs
usually last for 2 days. These studies suggest that, since the EA is a long lasting
pressure system, the weakening and deterioration of the MCs are the main causes

of the weakening and consequential disappearance of the Koshava wind.
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Figure 1.2. Synoptic situation (at 925 hPa pressurelevel) favorable for

development of the Koshava wind. The map is for 18 January, 1972 (00
Coordinated Universal Time (UTC)). Data source is the National Centers for
Environmental Prediction/National Center for Atmospheric Research
(NCEP/NCAR) reanalysis 1 dataset (Kalnay et al., 1996).

Koshava can reach very high wind speeds. For instance, in the period from
January 26 to February 4, 2014, Koshava’s gusts reached 47 m s and 29 m s in
VR and Belgrade (BG), respectively. These high wind speeds created snowdrifts
that were up to 3.5 m high. This natural disaster impacted everyday life across
the country; schools and roads were closed, there was severe damage to

infrastructure, and emergency situations were raised in several cities. This wind



speed would not be the fastest ever recorded for the Koshava wind, however, as

a gust speed of 48 m s! was recorded for the wind on January 11, 1987, in VR.
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Figure 1.3. Time and horizontal spatial scales of the Koshava wind. Modified
after Steyn et al. (1981) and Laing and Jenni-Louise (2011).

Koshava is the most dominant wind in most regions of Serbia. As such, the wind
has a profound influence on weather and climate of the whole Balkan area.
Moreover, Koshava is the main wind energy resource in Serbia (Gburcik et al.,
2006; burisi¢ et al., 2007). Koshava’s high speeds and gustiness also play an
important role in the control of air pollution in cities and in wind loadings on

structures. Koshava is most frequent during the winter months, while the lowest



occurrence is detected in the summer season. The detailed literature review on

Koshava is provided in Chapter 2.

1.3 Motivations and objectives

As mentioned in the previous section, Koshava is very important climatological
factor in the Balkan region. Although being the most dominant local wind in
Serbia and nearby territories, Koshava has not been extensively researched. The
comprehensive overview of literature on the Koshava wind is presented in
Chapter 2. Motivations for this research are numerous. The first and foremost
motivation for this scientific investigation of Koshava is the need for better
understanding of the dynamical and climatological characteristics of the Koshava
wind. Despite of satisfactory dense network of weather stations in the KR with
long history of meteorological measurements, there are only few scientific peer-
reviewed studies on the Koshava wind. Bora wind, for example, has been
extensively researched in the scientific literature (Grisogono and Belusi¢, 2009).
Koshava, although not being less meteorologically significant than the Bora
wind, has not received the same attention in the scientific community. This
research is aimed to fill that gap in literature and put the Koshava wind on the

same level with the other local winds in the region.

Most of the Koshava studies are based on meteorological data acquired from a
single weather station in the KR. Although, the results are still very valuable
indeed, it is questionable to which extent they are valid for the rest of the KR.
Therefore, another motivation for this research is to analyze Koshava using data
from weather stations which are located throughout the KR. Results obtained

utilizing this approach are more reliable and versatile.



An additional motivation is to conduct a research that will produce results that

can be directly applicable to industry and energy sectors. Namely, the results and

findings will be discussed from two perspectives: (1) their theoretical importance

for science, meteorology and climatology of Balkan region and Serbia in

particular, and (2) their practical importance and applicability in industry.

The research objectives of this thesis are to investigate the following topics in

details:

Homogeneity analysis of wind data. The test for homogeneity will be
performed on wind speed and wind direction time series in order to
ensure that the measured wind data are accurate representation of the
wind climate of the region. In a homogeneous data record, the only
variabilities are due to climate. The homogeneity testing will point out to
which extent the presented results on the Koshava wind are
climatologically reliable. The sources of inhomogeneities in wind data

shell be investigated and discussed.

Long-term trends of the Koshava wind. The trend analysis will be focused
on investigating the existence of trends of the following Koshava
characteristics: (1) speed, (2) occurrence, and (3) length of the Koshava
periods. Although containing important climatological information, the
trend analysis of the Koshava wind has so far not been performed.
Koshava’'s trends could have a direct impact on the wind energy sector in
Serbia. Additionally, such an analysis is important for the better
understanding of the climatology of Serbia and the whole Balkan region.

Lastly, the trend analysis can provide valuable information concerning a



potential influence of both global and regional climate changes on the

Koshava wind.

Synoptic pressure systems that generate Koshava. It is a well known fact
that Koshava is driven by an anticyclone usually located northeast of the
Koshava region (KR) and a cyclone positioned over the Mediterranean
Sea. However, it has not been investigated if Koshava can occur in the
absence of these pressure systems or in a situation when only one of these
two pressure systems is present. Characteristics of pressure systems which
are creating Koshava will be investigated in details. The following
questions, for example, will be addressed. What are the main
characteristics of the anticyclones and cyclones that result in Koshava?
What distinguishes anticyclones and cyclones that generate Koshava from
pressure systems that do not result in Koshava? What features of these
pressure systems are the most influential contributors to the Koshava
wind? What are the typical positions and dynamics of these pressure

systems in relation to the KR?

Synoptic Koshava Index. Since Koshava is triggered by an anticyclone (an
EA) and a cyclone (an MC), it should be possible to theoretically define an
index that would depict the pressure differences between these two
pressure systems and hence indicate the occurrence of the Koshava wind.
The idea of this dynamical concept is important because the resulting
index would directly connect synoptic and local weather phenomena, i.e.

synoptic pressure systems and local wind.

Mesoscale contributors to Koshava. Koshava will be investigated from a

perspective of a gap flow wind phenomena. It has been known that

10



orography of the Balkan region (South Carpathian and Balkan Mountains
in particular) is a key factor in Koshava’s formation. The scientific
literature on the gap flow winds shows that the across-mountain mean sea
level pressure (MSLP) and across-mountain potential temperature
differences are the most important factors that influence dynamical
characteristics of orographic winds. These mesoscale contributors will be
tested for the case of the Koshava wind and the results will be discussed.
This analysis will quantify the influence of orography on the Koshava

wind.

Diagnostic model for Koshava’s occurrence and speed. A linear regression
(stochastic) model for diagnostics of the occurrence and speed of the
Koshava wind will be constructed taking into account both synoptic and
mesoscale Koshava contributors. The accuracy and reliability of the model

will be tested and discussed.

Koshava as a wind storm. Koshava is the strongest local wind in Serbia.
The extreme nature of the Koshava wind will be investigated on an
example of an extreme Koshava episode (EKE) which occurred at the end
of January and the beginning of February of 2014. During this EKE
Koshava’s gusts reached 47 m s in VR. The following questions shall be
addressed. What caused such high wind speeds? What were the
characteristics of synoptic and mesoscale Koshava’'s contributors before
and during this extreme wind episode? The vertical structure of the

Koshava layer will also be investigated.

Numerical modelling of Koshava. EKE shall be numerically simulated

employing two mesoscale numerical weather prediction models: Weather
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research and Forecasting - Nonhydrostatic Mesoscale Model (WREF-
NMM) and WRF-NMM on Arakawa-B grid (NMMB). In order to
investigate the accuracy of forecasts, the results will be compared to the
observations. This analysis is particularly important since the EKE was
characterized by stable atmospheric stratification and numerical

simulations of stable layers are challenging and scarce in literature.

Koshava and snowdrifts. The above mentioned EKE will be used to
develop and test a novel methodology for detection of snowdrifts in flat
regions. The methodology is based on a postulate that there is a
relationship between the location of snowdrifts, on one side, and
horizontal wind gradients on the other side. Koshava predominantly
blows during the cold part of the year and therefore the relation between
Koshava and snowdrifts in the KR is important research topic with direct

practical implication for the transportation and industry.

1.4 Expected contributions

Fulfillment of the objectives defined in the previous section will have numerous
contributions to meteorology and climatology of Southeast Europe, Balkan
region, and Serbia in particular. Some of these contributions as well as their

practical importance are presented below.

Investigation of possible existence and strength of Koshava trends is of profound
importance for climatology of the whole region. Namely, Koshava is one of the
most important local winds in Serbia and large parts of Romania, Bulgaria,
Hungary and Croatia. This study would be the first systematic long-term trend

analysis of one local wind in the region of Southeast Europe and as such it
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provides a valuable contribution to the field of climatology of local winds on both
regional and global levels. Wind trend analysis in Southeast Europe and Balkan

region has not being addressed in literature (McVicar et al., 2012).

Climate change is a hot topic in climatology and media these days. For that
reason, it is important to find causes of Koshava trends and their relation to
global and regional climate changes. Determination of the trends of Koshava’s
occurrence and speed has practical application in wind energy sector and air
quality. The connection to the wind energy sector is straightforward. Namely,
positive trends of wind speed, occurrence and duration are favorable for wind
farm developers. These trends are consequentially reflected as the upward trends
of electricity production over the lifetime of a wind farm. Negative Koshava
trends, on the other hand, might lead to decrease of electricity production and
hence economic and financial losses for wind farm developers and owners.
Negative (positive) Koshava trends decrease (increase) windiness of the region.
Koshava trends would have negative (positive) effects on air quality in cities.
Lastly, wind speed trends can result in trends of other meteorological quantities,
such as evaporation (McVicar et al., 2012). This relationship would further impact

the agricultural sector.

Presenting outcomes of the homogeneity analysis of wind data series in the KR
is particularly important for wind farm developers. Feasibility of the whole wind
farm project depends on the quality and reliability of wind data. Wind
measurements from tall meteorological masts installed on wind farm sites are
typically few years long. For that reason, the onsite wind measurements are
correlated with the meteorological measurements from weather stations to

ensure the long-term reliability of onsite data. If the wind data from weather
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stations contain large inhomogeneities, the correlated onsite wind measurements
will be inhomogeneous and the estimated electricity production will be
inaccurate. As the final consequence, the financial stability of the wind farm
project is in jeopardy. Weather stations with largest inhomogeneities will be
listed and the causes of inhomogeneities will be determined. The Sector of
Meteorological Measurements at the Republic Hydrometeorological Service of
Serbia could also use this information to improve the quality of their wind
measurements. Finally, the homogeneity analysis presented in this thesis could

be used by other researchers to estimate the uncertainties of their wind studies.

The first thorough analysis of synoptic pressure systems which trigger Koshava
advances the current state of knowledge of the Koshava wind. Both dynamical
and climatological characteristics of the EAs and MCs associated with Koshava
could be beneficial in the weather forecasting sector. Forecasters might use these
information to distinguish the EAs and MCs that generate Koshava from their
counterparts which do not result in Koshava. The results of this investigation are
highly reliable since the analysis will be based on a 43-year long data record. The
EAs and MCs are among the most significant synoptic pressure systems in the
Northern Hemisphere. Therefore, this study is important for the climatology on
the global scales. There are no many scientific studies on these two pressure
systems (the EAs in particular) which are based on such a long record of data.
The analysis of Koshava contributors on mesoscales will result in the
development of a simple statistical model for determination of Koshava’s speed
and occurrence. This multiple linear regression model can be directly used for

Koshava’s forecasting.
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The Synoptic Koshava Index (SKI) is a novel approach in meteorology which
aims to demonstrate how a synoptic scales phenomena can directly influence and
dictate a meteorological phenomena on the local scales. The SKI is defined as the
area-averaged and normalized MSLP between high-pressure (EAs) and low-
pressure (MCs) regions. It will be demonstrated that the SKI is a good indicator
of Koshava’s occurrence. Therefore, the index could have direct application in

weather forecasting and wind energy sector.

High winds inflict damage to structures, disrupt transportation, cause pedestrian
discomfort and unfortunately can result in fatalities. The results of investigation
of an extreme Koshava event can help in mitigating some of these negative effects
of high wind speeds. For that reason, dynamics of the EKE of 2014 will be
investigated in details. The event will also be reconstructed utilizing two
numerical weather prediction models. This numerical analysis will test the
capabilities of current weather prediction models in simulating high-intensity

winds, wind gusts and stable boundary layers.

Methods for determination of deep snowdrifts in flat regions are scarce. The
proposed methodology for identification of deep snowdrifts in flat terrains is
based on the relationship between the horizontal gradients of wind speed and
the snowdrift locations. The developed method could be easily implemented into
the weather forecasting procedure. The accurate forecasts of snowdrift locations
would be of great significance for the transportation sector and industry. The
methodology is tested in the case of the EKE and the results are in good

agreement with observations.

This doctoral thesis contains some unique findings about Koshava. The results of

the research presented herein are published as three separate journal articles in
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the leading meteorological journals. The research centered around Koshava
trends, homogeneity of wind data series and their impact on wind energy sector
in Serbia is published in the International Journal of Climatology (Romanic et al.,
2015a). The research on synoptic and mesoscale contributors to the Koshava wind
has also been published in the same journal (Romani¢ et al., 2015b). The results
concerning the investigation of the EKE from 2014 are published in the
Atmospheric Science Letters (Romanic¢ et al., 2015c). Some of the results are also
presented at several conferences and published in their proceedings. These
publications further contribute to already high reputation of the Serbian school

of meteorology in the world.

1.5 Organization of the thesis

This thesis is written in the “monograph” format as specified by the Faculty of

Physics at the University of Belgrade.

Chapter 1 provides a general introduction to the Koshava wind and the
motivations behind this study. The expected outcomes and contributions of this
research are also presented in this chapter. The next chapter contains the
comprehensive literature review on local winds in the Balkan region with
particular emphasis on the Koshava wind. Chapter 2 therefore documents the
present state of knowledge on the Koshava wind. Mathematical tools and
methodologies used to conduct this research are described in Chapter 3. The
same chapter describes the input data used for all analysis presented in this
thesis. The results concerning Koshava trends and homogeneity of wind data are
given in Chapter 4. Applicability of these results in wind energy sector is also
discussed. The research on synoptic and mesoscale contributors to the Koshava

wind is given in Chapter 5. The SKI as well as the linear regression model for
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Koshava’s speed are also presented in Chapter 5. Chapter 6 addresses the EKE
from 2014 and discusses the meteorological factors that led to it. A new
methodology for identification of locations favorable for deep snowdrifts in flat
areas is also presented in Chapter 6. The methodology was tested in the case of
the above mentioned EKE of 2014. At the end, conclusions and recommendations

for future research are provided in Chapter 7.
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CHAPTER 2

2. Literature review
2.1 Local winds above Balkan Peninsula

Mediterranean Basin is the region with the largest number of different local
winds. Its unique climate complemented with the mountain ranges that define
the basin are favorable for development of many local winds. The list of named
local winds in the Mediterranean is very long, probably numbering hundreds of
winds. Most popular local winds in the Mediterranean Basin are portrayed in
Figure 2.1. It is interesting to note that due to diversity of cultures and languages
in Mediterranean, the same wind sometimes has different names in different
regions over which it blows. For instance, the summer wind that blows from
northwest over Greece, Aegean Sea and Turkey is called Etesian in Greece and
Meltemi in Turkey. Descriptions of local winds presented in Figure 2.1 can be
found in Heidorn (2007) and on the website of the Royal Meteorological Society
(Royal Meteorological Society, 2015)

Figure 2.1 indicates that the southerly winds in Mediterranean are generally hot,
bringing warm weather (red arrows). Zonal winds in the western Mediterranean
are also associated with the increase of temperature (yellow arrows), but the

increase is not as pronounced as in the case of the southerly winds. Northern
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winds, on the other hand, bring cold weather (blue arrows). Local winds that are
usually not followed by a significant change in weather conditions are indicated

with the gray arrows.

Figure 2.1. Local winds in the Mediterranean region.

The Balkan Peninsula is located in the southeastern part of Europe. Formally, the
Balkan Peninsula is defined as the region south of the Sava and Danube Rivers.
To simplify terminology, the Balkan Peninsula in this thesis will be defined as
the region south of the Serbia-Hungary border (south of approximately 46°N
latitude). The simplification comes from the fact that most of the local winds
which will be described in this section, as well as the Koshava wind, can now be
defined as the winds occurring over the Balkan Peninsula instead of constantly
saying that these winds blow over Balkan region, Southeast Europe and
southeast parts of the central Europe. The territorial difference between the

formal definition and the new (modified) definition of Balkan Peninsula is minor.
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Due to its specific geographical position, the Balkan region possesses several
climate zones (Peel et al., 2007). South parts of the Balkan Peninsula close to the
Mediterranean Sea are characterized by temperate climate with dry and hot
summers (Csa climate zone based on the Képpen-Geiger climate classification).
Central regions of Balkan (central and south Serbia, parts of Croatia and Bosnia
and Herzegovina, and western regions of Bulgaria and Romania close to the
Danube River) also have temperate climate with dry, but more mild summers
(Csb) compared to the Csa climate zone. North and northeast parts of the Balkan
region are characterized by cold climate and the negative temperatures in the
coldest month (Dfb). Summers are warm and the region is typically without dry
season. Mountain peaks above 2000 m above ground (a.g.) are the regions
characterized by the ET climate (polar tundra climate). Diversity of climate zones,
numerous water surfaces surrounding the peninsula, as well as the mountains
that intersect the Balkan region are the result in a large number of local winds
that form and blow above the Balkan Peninsula. Local winds typical for the
Balkan region are: Bora, Etesian, Jugo, Vardar, and Koshava. The last one -
Koshava wind - represents the main focus of research of this theses. Prior to
presenting the literature review on Koshava, a brief description of other local

winds in Balkans is provided.

Bora is a cold and gusty wind that blows from north and northeast over the costal
regions of Croatia (Figure 2.1). The wind is most frequent in cold part of the year.
Bora is probably the most researched local wind in the region (Prtenjak et al.,
2010). Horvat et al. (2007) reported that the costal slopes of Velebit Mountain
represent the region with the highest occurrence of Bora. The mean Bora speed
in this region is 11 m s with the highest frequency of occurrence in December

and the lowest in June (Makjani¢, 1978). There are three types of the Bora wind
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depending on the synoptic factors that lead to its formation: cyclonic, cyclonic-
anticyclonic and anticyclonic Bora (Pandzi¢ and Likso, 2005; Grisogono and
Belusi¢, 2009). It is common that Bora in its early stage is cyclonic, anticyclonic in
its dissipation stage, and the cyclonic-anticyclonic type in between (PandZzi¢ and
Likso, 2005). Sometimes Bora can also be associated with the passage of
atmospheric front (Grisogono and Belusi¢, 2009). This type of Bora is similar to
the cyclonic type and it is generally stronger than the anticyclonic Bora (Prtenjak
et al., 2010). Bora wind is a typical example of a downslope wind with
characteristics of a gap flow (Mayr et al., 2007; Grisogono and Belusi¢, 2009).
Another local wind that occurs in the same region as Bora is Levant. However,
Levant is more easterly orientated compared to Bora (Peros et al., 2009) and is

mostly observed in the period February-March (Tomasevic et al., 2014).

Etesian (or Meltemi) is a northern wind typical for the eastern Mediterranean
region in the warm part of the year. Although it sometimes possesses downslope
characteristics typical for the Bora wind (Koletsis et al., 2009), Etesian is a foehn
(fohn) wind (Ziv et al., 2004). This dry wind prevents the formation of clouds and
results in clear sky. In addition to being an important climatological factor in the
eastern Mediterranean (Tyrlis and Lelieveld, 2013), Etesian has a significant
environmental impact as it regulates air quality in the costal region of south

Balkan (Kalabokas et al., 2008).

Jugo is a warm and humid southerly and southeasterly wind that occurs in the
Adriatic region, especially in Dalmatia. The wind originates in the Sahara dessert
region from which it crosses the Mediterranean Sea (where it is called Sirocco)
and finally arrives in the area of the Adriatic Sea (where it is called Jugo). Jugo is

caused by the MCs that are formed in the Gulf of Genoa and afterwards have

21



easterly trajectories (Tutis, 2002). After Bora, Jugo is the most common wind in
the Adriatic region (Jeromel et al.,, 2009). Numerical modeling of Jugo is

performed by Malaci¢ et al. (2012).

Vardar (Vardarac) is a cold northwesterly wind that blows over northern Greece
and Macedonia. It is a downslope wind that is additionally enhanced by the
channeling effect of the Morava-Vardar basin (“Wind of the World,” 2015). The
wind is most frequent in the winter when there is the pressure gradient directed

from east Europe towards the Aegean Sea.

There are several reasons for the above description of the major local winds in
the Balkan region. Firstly, prior to analyzing meteorological characteristics of any
local wind in a region, it is beneficial to be knowledgeable of the characteristics
of other local winds in that same geographical region. Secondly, different local
winds can sometimes possess a number of similar characteristics. A good
example of this principle are Bora and Koshava winds. These two local winds
have many different features, but nevertheless both Bora and Koshava can be
classified as the downslope and gap winds, both are gusty and highly turbulent
and both winds have similar synoptic scale drivers. One more example of the
above-stated principle could be a certain similarity between Jugo and Koshava.
These two local winds have different climatology, but both winds are driven by
the same low pressure systems - the MCs. Lastly, it is important to perform a
comprehensive literature review on other local winds in the region in order to be

able to identify potential gaps in the body of literature on the Koshava wind.
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2.2 Dynamics of downslope and gap flow winds

Downslope winds are not the same as katabatic winds. Katabatic winds are flows
driven by cooling of surface air over mountain sides whereas downslope winds
are deeper and refer to a larger air mass that is forced to go over mountain
(Durran, 2003). Downslope winds, for example, include Bora (see previous
section), chinook, and Koshava. Since mountains between Wallachia Valley and
KR have many gaps (e.g. Danube River basin) and passes (see Figure 1.1, Figure
5.1 and Section 5.4), Koshava possesses the characteristics of a gap flow wind.
Gap winds are low level jets of air with high speeds compared to the flow that
enters the gap due to the Venturi effect. The dynamics of the gap flows, however,
is not entirely determined by the Venturi effect because in the real atmosphere
there is no a rigid lid and therefore the strongest winds typically occur at the exit
of the gap, not inside the gap. Three-dimensionality of the flow in real
atmospheric conditions can also lessened the Venturi effect. Some of the widely
known gap flow sites in Europe are Brenner Pass with the Wipp Valley and
Innsbruck (Austria, Seibert, 1990; Mayr et al., 2007) and Vratnik Pass at Senj

(Croatian Bora wind, e.g. Grisogono and Belusi¢, 2009).

The mechanisms leading to downslope and gap flows are deeply investigated in
literature (e.g. Scorer, 1952; Overland, 1984; Seibert, 1990; Zangl, 2002a; Mayr et
al., 2007; Drechsel and Mayr, 2008). It has been found that the main drivers for
these winds are the mesoscale pressure gradient over the mountain range (AP),
across-mountain potential temperature difference (A9), the descent of isentropes

downstream from the crest (A0’), and wind speed at higher levels.

These factors are portrayed in Figure 2.2 and applied for an idealized and

simplistic analysis of the Koshava wind.

23



a)

Figure 2.2. Schematic representation of (a) downslope (after Plavcan et al.
2013) and (b) gap flow winds. Symbols U and D denote upstream and down
stream locations, respectively, from crest (C) or gap (G). The solid lines in (a)

are isentropes. The black arrows are wind vectors.

With respect to Figure 2.2, the MSLP and potential temperature differences (i.e.
AP and A0 or AY’, respectively) can than be defined as (Drechsel and Mayr, 2008):

AP:PU_PD, (21)
AQ = GU - BD, (22)
A@' = HC,G - BD, (23)

with the subscripts U, D, C and G indicate upstream, downstream, crest and gap
locations. Therefore, during downslope and gap flow winds (such as the Koshava
wind), typically AP > 0 whereas A9 < 0 and A6’ < 0 (e.g. Gabersek and Durran,
2004; Mayr et al., 2007; Drechsel and Mayr, 2008).
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2.3 Climatological studies on the Koshava wind

The first scientific studies related to the Koshava wind were conducted by
Vujevi¢ (Vujevi¢, 1933; Vujevi¢, 1948) and Sergijevski (Sergijevski, 1940). Based
on a 45-year long set of data (1897-1932), Vujevi¢ (1933) analyzed the frequency
of occurrence of all winds above BG. He concluded that Koshava was active in
26.8 % of the time during the winter and spring seasons and 28.7 % of the time in
the fall season. In the summer, however, Koshava was present in only 13 % of the
time. He also reported that Koshava in the winter, spring and fall months is more
frequent than calms. In his second study, Vujevi¢ (1948) again inspected the
frequency of occurrence of winds and calms in BG, but this time analyzing only
data for January and July in the period 1921-1940. His findings showed that
Koshava in BG has ESE (14.6 % of the time and mean speed of 6 m s) and SE
(13.9 % of the time and mean speed of 4.5 m s) directions in January. Koshava’s
occurrence in July was below 10 % of the time and its mean speed was 2.2 m s,
Sergijevski (1940) analyzed winds above BG for the periods 1906-1907, 1925-1930
and 1937-1939 (11 years of data in total). That study, however, is not available

anymore.

Milosavljevi¢ (1950a) in his PhD thesis described physical characteristics of winds
above BG. He processed data for the period 1920-1945 (26 years) and reported
that Koshava (ESE and SE wind directions) in BG was mostly active in November
(35.7 %) and December (32.2 %). January and March followed with 28.9 % and
27.5 % of the time, respectively. Koshava in February and April was active in
26.5 % and 21.8 % of the time, respectively. The small differences between the
results by Milosavljevi¢ (1950a) and Vujevi¢’s findings (Vujevi¢ 1948; Vujevic,

1933) are due to the fact that their data cover different time periods. Milosavljevi¢
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(1950a), furthermore, found out that Koshava was strongest when it was coming
in from ESE direction with the mean annual wind speed of 4.2 m s whereas
Koshava from the SE direction was for 1 m s weaker. The highest Koshava speed
occurred in March (5.8 m s1) and January (5.4 m s1). The mean maximum
Koshava speed followed the same monthly pattern as the Koshava’'s mean speed.
Namely, the strongest mean maximum Koshava speed occurred from the ESE
direction in March (12 m s1) and January (11.9 m s1), November (11.8 m s1) and
December (10.6 m s1). The mean maximum Koshava speeds from SE direction
were slightly weaker. The absolute maximum Koshava speed in BG in the period
1920-1945 was 27 m s and it occurred in November (from SE direction) and
December (from ESE direction). Milosavljevi¢ (1950a) documented that the ESE
Koshava winds are on an annual basis for 0.9 °C colder than the SE Koshava
winds. Koshava in March usually lasted between 2 and 4 days, but there were
situations when Koshava was active for 22 days. He also reported that Koshava
caused temperature rise in months from October to April. Lastly, Milosavljevié
(1950a) analyzed influence of the Koshava wind on absolute and relative
humidly and cloud cover. He found out that absolute humidity is generally
increasing, relative humidity decreasing and that there is no well defined
relationship between Koshava and cloud cover. It can be seen that in all these
studies Koshava was analyzed based only on wind data from the BG station. The

rest of the KR had not been taken into consideration.

A number of research on Koshava was published in the period from the 1970s to
the 1990s (Stanojevi¢, 1959; Milosavljevi¢, 1972; Milosavljevi¢, 1975; Cadez, 1976;
Milosavljevi¢, 1976; Curié, 1978; Curi¢, 1980; Radosavljevi¢ and Vojnovi¢-Kljaié,
1985; Vukmirovi¢, 1985a). Cadez (1976) proposed an interesting classification of
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Koshava wind in 1976. He defined Koshava days as wet or dry depending on the

prevailing influence of MCs or EA, respectively.

Several journal articles on Koshava’'s climatological characteristics were
published after 1995 (Unkasevic et al., 1998; UnkasSevic et al., 1999; UnkasSevic et
al., 2007) Based on 5 years of instantaneous maximum wind speed data (1971-
1975) from two weather stations in BG, Unkasevi¢ et al. (1998) determined the
best statistical distributions for the instantaneous and mean (hourly and
seasonal) wind data. They also showed that there is a linear correlation between
the maximum hourly and the hourly mean wind speeds. Moreover, they found
out that there is a negative correlation between gustiness factor, on one side, and
the hourly mean Koshava speed, on the other side. The paper by Unkasevi¢ and
her colleagues from 1999 (Unkasevic et al., 1999) is very similar to their study
published in 1998 (UnkaSevi¢ et al., 1998). Besides confirming previously
obtained results, they presented some dynamical features of Koshava in the
lower troposphere above BG (see Section 2.4). Analyzing 31 consecutive day with
Koshava wind in 1972, Unkasevi¢ with her colleagues concluded that the mode
of the mean hourly Koshava speeds was in the interval from 6.25 to 6.75 m s-..
The maximum hourly wind speeds were mostly between 14 and 15 m s-1. Their
spectral analysis of Koshava showed a 5-day peak in the spectrum which

corresponds to synoptic time scales.

Unkasevi¢ and ToS$i¢ (2006) prepared a monograph on Koshava in which they
summarized some of the literature on the Koshava wind and presented in details
results of several Koshava studies (i.e. Petrovi¢, 1977, Vukmirovi¢, 1997;
Unkasevic et al., 1998; Unkasevic et al., 1999; Lazi¢ and Tosi¢, 2000; Unkagevi¢ et

al., 2007). Only climatological parts of the monograph are discussed in this
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section. Unkasevi¢ and Tosi¢ (2006) analyzed wind data for the period 1888-1991
(103 years) and showed that after calms (18.3 % of the time), Koshava from the
SE direction is the most frequent wind above BG (14.5 %). The strongest Koshava
winds were occurring in March. These winds were coming in from the ESE
direction with the mean speed of 5.9 m s-1. Although analyzing much longer time
series of data compared to Vujevi¢ (1948) and Milosavljevi¢ (1950a),
climatological findings in all these studies are in good agreement. Vukmirovi¢
(1997) showed that Koshava is an efficient ventilator that cleans the atmosphere

in BG of pollutants.

2.4 Dynamical and numerical studies on the Koshava wind

Koshava possesses characteristics of a downslope wind with the particular
features of a gap flow (Flamant et al., 2002; Mayr et al., 2007). Although having
the gap flow characteristics, Koshava has not been deeply investigated in this
context. Kiittner (1940) defined Koshava as being a katabatic windstorm stronger

than foehn, but weaker than Bora.

Analyzing the pressure gradients in the KR, Radosavljevi¢ and Vojnovié-Kljaié
(1985) used multiple linear regression to obtain diagnostic equations for the mean

hourly (V) and maximum hourly (V) velocities for the Koshava wind, i.e.:

Vg = 3.445 4 0.179X, — 0.006X, + 0.627X;, (2.4)

Vk = 7.434 + 0.387X; + 0.018X, + 1.501X3;. (2.5)
Here, X7 is the surface pressure gradient over 500 km (in hPa per 1000 km), X> is
the curvature radius of prevailing pressure center (in km-3) and X3 is Laplacian

of the surface pressure (in hPa per (500 km)?). The model is fairly accurate as the

mean absolute deviation of the mean hourly Koshava speed was 1 m s-.. It was
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operationally used in the Republic Hydrometeorological Service of Serbia. Their
study, however, is restricted to the period October 1982-March 1983 and they

analyzed Koshava based only on data from the BG station.

Analyzing several case studies and defining Koshava as a low-level jet,
Vukmirovié (1985b) demonstrated that the level of the maximum Koshava speed
is between 200-300 m a.g. in the south parts of the KR (close to Morava River),
and between 500-600 m a.g. in the northern part of the KR. Furthermore, he
concluded that the vertical temperature lapse rate in the Koshava surface layer is
superadiabatic, followed by the adiabatic lapse rate. The maximum Koshava
speeds occurred at the top of the adiabatic layer. The atmosphere above the level
of maximum Koshava wind speed is stable with one or two inversion layers. The
inversions were due to the passage of elevated warm fronts or due to the
advection of warm air in the front of the MCs (Vukmirovi¢, 1985b). Unkasevic et
al. (1999) reported that the maximum Koshava speeds above BG during the 31
consecutive Koshava day in 1972 occurred in the layer between 200 and 300 m
a.g. Since the Koshava was decreasing moving upwards from that layer, they also
concluded that Koshava behaves as a low-level jet (Vukmirovi¢ and Merkle,
1991). Furthermore the study reported that Koshava was followed with surface

or elevated inversions.

Petrovi¢ (1977) analyzed the characteristics of an EKE that occurred in the period
October 16-18, 1976. Wind gusts during this frontal type of Koshava
(Vukmirovi¢, 1985b) were above 30 m s-1. Koshava was strongest when there was
a pronounced positive pressure difference between east and west KRs. An
increase of pressure in the west parts of the KR coincided with weakening of

Koshava. The strongest Koshava speeds were observed in VR and Veliko
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Gradiste (VG). Koshava started with surface temperature inversion (October 16,
1976, 01 h). The inversion was lifted during the EKE (Vojnovié-Kljai¢ and
Popovié, 1978). Synoptic situation during a non-frontal Koshava event in the
period December 5-6, 1996 is described by Unkasevi¢ and Tosi¢ (2006). The

strongest gusts in VR were reaching 28 m s-1.

Lazi¢ and Tosi¢ (2000) performed a numerical modeling of Bora and Koshava
winds with the aim to determine the sensibility of forecasted trajectories on the
frequency of input data. They showed that Koshava was less sensitive to the
frequency of input wind data than Bora. When the frequency of input data was
15 min, 30 min or 1 h, the mean relative error of forecasted Koshava trajectories
was below 5 %. They demonstrated that trajectories calculated from the analysis
wind data (each 12 h) are inaccurate. The horizontal resolution in their

simulations was 28 km with only 16 vertical layers.

Todorovi¢ and Paskota (2002) analyzed the relationship between Koshava speed
in BG and pressure difference between BG and Negotin weather stations (as
described by Eq. (2.1)) for eight Koshava situations in 1994. Their linear
regression model of mean hourly (Vx) and maximum hourly (V) Koshava speeds

is:

Vg = 2.7905 + 0.4604AP, (2.6)

Vk = 5.8269 + 1.0957AP, (2.7)

Model’s coefficients of determination (R?) are 0.414 and 0.513 for Vy and Vy,
respectively. Their sample, however, is too small in order to draw statistically

reliable conclusions about the quality of the model.
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2.5 Literature review summary

The overall conclusions of the literature review can be summarized as follows:

There are at least ten local winds above Balkan Peninsula and Koshava is

among the most pronounced and most vigorous.

The mesoscale factors that drive downslope and gap flow winds are

identified in literature, but not applied for the Koshava wind case.

Most of the climatological studies on Koshava wind is based on wind data
from weather stations in BG. A comprehensive climatological Koshava
study that will cover the whole KR has not been performed. Koshava

trends have not been addressed.

Wind data in climatological studies were not inspected for

inhomogeneities.

Many studies concluded that Koshava is a mutual product of the EAs and
MCs. However, dynamical and statistical quantification of that

relationships has not been documented.

Radosavljevi¢ and Vojnovié-Kljai¢ (1985) constructed a statistical model
for prediction of Koshava speed. However, their model is based on only 6
months of data and moreover it was developed based only on wind data

from BG station.

Most of dynamical studies on Koshava was concentrated on analyzing

vertical structure of Koshava in the lower troposphere above BG.
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Koshava as a gap flow windstorm has not been investigated from

dynamical point of view.
There has been only one numerical study on Koshava.

Experimental wind tunnel tests of the Koshava wind have not been

performed so far.
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CHAPTER 3

3. Methodology

This chapter introduces the research methodology used in this study. The
subsequent sections provide procedures, methods and techniques used for data

analysis and development of theories.

3.1 Homogeneity tests

Inspecting the homogeneity of data sets used in climatological studies has
become an important element of climatological studies (e.g. Alexandersson, 1986;
Brohan et al., 2006; Wan et al., 2010). By definition, a series can be considered as
homogeneous “if its variations are caused only by variations in weather and
climate” (Conrad and Pollak, 1962). Usual reasons for inhomogeneities of data
include instrumental inaccuracy, changes in the surroundings of the weather
station and station relocation, as well as changes in measurement techniques and
procedures. Most data series are not found to be homogeneous (Auer et al., 2005),
but accounting for daily or sub-daily inhomogeneity in data sets is a challenging
task, and as of yet, the World Meteorological Organization has not published any
standards or recommendations on how researchers should approach such a task
(Costa and Soares, 2009). Instead of adjusting the data series, anomalies have to
be detected, reported, and only then can their influence on the climate series be

evaluated.
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The wind data series are tested for homogeneity using the ReDistribution
Method, not only in its basic form (Petrovi¢, 2006), but also in its modified form
(Petrovi¢, 2011). The method is based on comparing two distributions of values
from two consecutive series of equal window data span. Half the sum of all
differences between each category (Xj,|d;|/2) is the number of redistributed

frequencies. The ReDistribution Index (RDI) is then:

n
1
RDI = W-Zfldil (3.1)
i=

where n is the number of categories and N is the total number of values in

distribution.

Theoretically, the RDI might have values from zero (for identical distributions)
to one (where the second set of values are completely redistributed, and do not
overlap the first range of values). Since distributions of values over the fixed
window data span vary from one point to another, the RDI values are calculated
as series of values from the record number that equals to double window data
span to the end of series. Peaks of the RDI series indicate the largest differences
between the two distributions and thus potential inhomogeneity. Each dataset
under consideration consists of two parallel series, wind direction and wind
speed. Thus, the ReDistribution Method is used on each series, giving the

complete picture of homogeneity of the collected data.

The criteria for selecting RDI peaks depends upon the significance of
redistributions. The basic form of the ReDistribution Method shows in practice
(Petrovi¢, 2003) that significant RDI peaks are at least 0.15, meaning that 15 % of

data are redistributed due to inhomogeneity. The modified form of this method
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uses only selected subsets of the series, focusing on specific causes of
inhomogeneities. Thus, the data series are also examined for distributions of
direction frequencies using a subset of significant wind speed range. Such an
analysis might reveal potential inhomogeneities of wind direction series for
strong winds. The basic form of the ReDistribution Method reveals more general
inhomogeneities in the dataset. Wind series, though, are specific for their coupled
series of direction and speed. Therefore, any survey of data homogeneity must
also deal with both series in order to detect the nature of any detected
inhomogeneities. If both series have RDI peak values at approximately the same
point in time, the anomaly is likely caused by a relocation of the measurement
site, a change in the instruments used, or a change in observers. On the other
hand, if the RDI peaks only in one of the two series, it might indicate other causes
(i.e. possible inhomogeneity in the direction only, it might indicate change of
obstacles around the measurement site, or a wind vane misalignment, while
wind speed inhomogeneities usually come from changes in calibration or

sensitivity of an instrument).

The settings of the ReDistribution Method values were chosen to show
inhomogeneities on a large temporal scale in order to avoid high noise of the RDI
series. The moving window span was chosen to be 4 years, represent a fair range
of climate variation (Petrovi¢ and Curley, 2008). Therefore, time of RDI peaks
return problems with homogeneity occurred four years earlier. The number of
categories of wind direction included in this study was 16, which was in
accordance with distinguishable wind directions in the series. The number of
speed categories included in this study was 8, which was in accordance with the

optimal performances of this method (Petrovi¢ and Curley, 2008). The wind
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speed categories were given in steps of 2 m s, merging all wind speeds greater

than 14 m s into one category for extremely strong winds.

In order to detect inhomogeneities for strong winds, the modified form of the
ReDistribution Method was applied to data where wind speed was at least 5 m
s'l. Such wind speeds result from synoptic scale systems, and many local
influences such as instrument siting and sensitivity can be disregarded. Thus, all
detected potential anomalies would be thought to come from serious changes in
the calibration of instruments and the wind vane misalignment. The settings for
the modified form of the ReDistribution Method included the moving window
span of 2000 records that are usually taken within four years, which is
approximately the same period used for the moving window span in the basic
form of the method. Note that the modified form of the method does not follow
the temporal scale, but rather strictly follows the number of records for the
moving window. The inhomogeneities found in the modified form of the method
are clearly indicated. The homogeneity testing was performed in MS Excel

software.

The results of the homogeneity analysis are presented in Chapter 4.

3.2 Trend analysis

The Mann-Kendall test for trend (Mann, 1945; Kendall, 1970) and Sen’s slope
estimates (Sen, 1968) have been used to detect and estimate trends in the time
series of the wind data. Both methods have been used in many climatological
studies (e.g. Hisdal et al., 2001, Domonkos et al., 2003; Jaagus, 2006) and wind
trend analysis (e.g. Bakker and Hurk, 2012; Tyrlis and Lelieveld, 2013; Bakker et
al., 2013; Dadaser-Celik and Cengiz, 2013).
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Mann-Kandall test is based on the assumption that the data values, x;, of a time

series can be accurately described with the model
X; = f(ti) + &;. (32)

Here, f(t) is a continuous monotonic function of time t and ¢; is the residual. The
two-tailed Mann-Kendall test tests the null hypothesis (Ho) of trend absence in
the time series, against the alternative of the trend (H:). In this case, the result of
the test is returned in H; =1, 2, 3 or 4 indicating a rejection of the null hypothesis
at the a significance level, where a = 0.1, 0.05, 0.01 and 0.001, respectively. H; = 0
indicates a failure to reject the null hypothesis at a = 0.1 significance level. For
example, at the significance level of 0.05 there is a 5 % chance that the values x;

are randomly distributed and existence of a monotonic trend is very probable.

The Mann-Kendall test statistics, S, can be represented by

S = nz_l zn: sgn(xj —x;), (3.3)

i=1 j=i+1

where xj and x; denote the annual values in years j and k, respectively, n is the
total number of years and sgn is the sign function. For n > 10 statistics is Gaussian

with the mean value of zero and variance (0) given by the following equation:

1 M
c=—|nn-1)(2n+5) — t(ty — D2t + 5)). (3.4)
18( kzzl k\tk k

Here t, is the number of data values in the kth group and M is the total number

of tied groups. Finally, using values of S and o, the test statistic Z is equal to
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f_l S$>0

VE’ )

z=4 0, S=0 (3.5)
s+1 |
= '

Sen’s test is a nonparametric method to estimate the magnitude of a trend’s slope.
It is applicable if the data in the time series are equally spaced. Sen’s slope (Q) is
the median of individual slopes (Q’) computed for each time period, i.e.:

=4 (3.6)

where xj and xx are data values at time j and k, respectively and j > k. Sen’s slope
estimate is then equal to:
Ql[w], if N is Odd,
2

Q= (3.7)

N| =

(Q'[Q] + Q’[MD, if N is even,

2 2

where N is the number of calculated slopes. The whole trend analysis was

conducted in MS Excel 2013.

For the trend analysis. Koshava wind speeds were grouped into two categories:
(1) all wind speeds and (2) wind speeds above 5 m s (named K5 winds). Since
the lower wind speeds are particularly influenced by measurement inaccuracies
and inhomogeneities (see Section 3.1), trends of the K5 winds have been analyzed
separately. High wind speeds are especially important in wind energy sector,
since the cut-in wind speed for many wind turbines is approximately 5 m s
Trend analyzes were conducted for the mean annual wind speeds, the annual
number of days when Koshava was blowing, and the annual number of the

Koshava periods. The trend analysis results are presented in Chapter 4.
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3.3 A cyclone and anticyclone detection and tracking
scheme

The University of Melbourne automatic cyclone tracking scheme is used for the
detection and tracking of Koshava cyclones and anticyclones from the
NCEP/NCAR reanalysis 1 MSLP data (Kalnay et al., 1996). The details of the
scheme’s algorithm are given in Murray and Simmonds (1991a), Murray and
Simmonds (1991b), Simmonds et al. (1999) and Lim and Simmonds (2007).
Therefore, this section provides an overview of the main features of the scheme.

The scheme’s algorithm is composed out of two main steps.

First, using the bicubic spline interpolation, the MSLP data are transformed from
a latitude-longitude grid to a polar stereographic array. The second step consists
of the actual search for lows and highs. The geographical region over which the
search for cyclones is conducted includes the area from 2°E to 35°E (longitude),
and from 30°N to 48°N (latitude). The area in which the search for anticyclones
is performed is delineated by the coordinates of 20°E to 65°E (longitude), and
40°N to 60°N (latitude). The scheme settings for the detection of highs were
different than the settings used for the detection of lows. The input parameters

for the scheme are described below.

The scheme settings for cyclone detection were very similar to those used by
Flocas et al. (2010) and Pinto et al. (2005) in their study of cyclonic tracks over the
Mediterranean region. The configuration for the anticyclone case is similar to the
setup used by Pezza and Ambrizzi (2003). The stereographic grid has 121x121
points for the cyclone case and 161 X 161 points for anticyclones. In order to
minimize the influence of any noise that may be present in the reanalysis data,

the diffusive smoothing of pressure and topography over a radius of 2° for
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cyclones and 4° for anticyclones (lows above 1500 m have been excluded from
the search) is employed. The strength of a cyclone (or anticyclone) is associated
with a maximum (or minimum) of the Laplacian of its central pressure, V?P,

(Petterssen, 1956). A cyclone (anticyclone) is detected at any point at which
V2P, = ZZTI: + iy]: is larger (smaller) than it is at any of 4 (8) surrounding grid
points. Since most of the MCs are weak systems in their early stage of
development (Trigo et al., 1999), no strength criteria has been set for the minimum
value of V2P.. The lows and highs that have been searched for are: strong closed
cyclones/anticyclones (C0/A0), weak closed cyclones/anticyclones (C10/A10),
and strong open depressions/ridges (C1/Al). A pressure system was considered
“strong” based on the “concavity criterion”, i.e. VZP; > 0.6 hPa over 2 (° latitude)?
for cyclones, and V2P, < 0.2 hPa over 2 (° latitude)? for anticyclones. The

cyclone/anticyclone effective radius (R) and depth (D) was then calculated as

(Lim and Simmonds, 2007):

im _ RZVZPC. (3.8)

Here, r; is the distance from the pressure system center to the points where
V2P; = 0, and N is the number of radii (the radial increment of 0.5° latitude and
12 radial directions was used). The depth of a pressure system is a good measure
of its kinetic energy (Simmonds and Keay, 2000). The scheme also provides the
coordinates of the pressure system centers. Using this information, the distances
between the cyclone/anticyclone centers and the weather stations in the KR are
calculated on the WGS-84 ellipsoidal Earth using Vincenty’s method (Vincenty,
1975). The code for calculation of distances between pressure systems and

weather stations was written in Matlab® 2014 software, whereas the cyclone and
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anticyclone identification and tracking model was created (and provided) in

Fortran 77 programing language.

The trajectories of cyclones were also determined. See Murray and Simmonds
(1991a) and Simmonds et al. (1999) for details about the tracking algorithm used.
Tracks are estimated by calculating the probability that a particular system at
time t is the same system that was observed at the time t —6 hours. The

prediction velocity u,,.4 at time ¢ is given by (Kouroutzoglou et al., 2011):
upred = (1 - Wsteer)uM + Wsteer (fsteerus): (3-9)

where uy, is the velocity of the system during the previous reanalysis interval (i.e.
t — 6 hours), fseerlUs is the scaled steering velocity ug (the scaling factor feer of
2 has been used (Simmonds et al., 1999)), and Wgeer = 0.6 is the weighting factor

for ug.

Due to the time resolution of the NCEP/NCAR reanalysis 1 data, the tracking
scheme provides outputs at 6-h intervals. Although the wind speed
measurements are available at each hour, matching the Koshava wind speeds
with the scheme outputs could only be performed for 00, 06, 12 and 18 hour
measurement terms. The results regarding the Koshava cyclones and
anticyclones obtained using the above identification and tracking scheme are

given in Chapter 5.

3.4 Bayesian information criterion and distribution
overlap

The Bayesian information criterion (BIC) is a statistical method for detection of
the best suitable distribution to fit observational data. The BIC is defined as
(Schwarz, 1978):

41



BIC= -2 InL+kInn (3.10)

where 7 is the number of observations, k is the number of parameters in the
model (n > k) and L represents the likelihood of an observation for a candidate

model. The candidate model with the lowest BIC value is preferred.

The overlaps between two distributions are calculated using Weitzman’s method
(Weitzman, 1970). The employed equation to calculate the overlap (OVL) is

+ o0

OVL = f min(f(x), g(x))dx, (3.11)
where f(x) and g(x) are the probability density functions of two distributions
(PDFs) for which the overlap wants to be calculated. The method is essentially

computing the overlap area of two PDFs. Hence 0 < OVL < 1.

These two statistical methods are used to determine the best fits for AP and A0
sets, and to calculate overlaps between distributions describing Koshava and
“no-Koshava” cases. The parameters of statistical distributions are denoted as
follows: p - the location parameter, o - the scale parameter, v - the shape
parameter. The codes are written in Matlab® 2014 software. The results are

presented in Chapter 5.

3.5 Statistical methods for derivation of the Koshava
stochastic equations

Deterministic equations for mean hourly Koshava speeds (Vy;) are derived using

the multiple linear regression model, viz.
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K
Vei = By + Z Bife(Xiw Xivy o Xip) + €6 1=12, .1, (3.12)
k=1

In this equation, S is the kth coefficient whereas £, is the constant term in the
model, X; j (j =1,2,...,p) is the ith observation of the jth predictor and ¢; are the
error terms. It is important to mention that the scalar functions f;, might be any
nonlinear functions or polynomials because the linearity of the model refers to
the linearity between the response variable Vg and coefficients B;. The
coefficients are estimated utilizing the method of least squares which minimizes
the mean squared difference between the prediction vector ff(X) and the true

response vector V.

The cyclone and anticyclone properties (Section 3.3) that were considered for the
derivation of the Koshava stochastic equations include: (1) central pressure, P,
(2) Laplacian of pressure, V2P, (3) depth, D, (4) radius, R, (5) altitude, H, (6)
steering velocity, S, and (7-8) distances from the pressure and vorticity centers to
the weather stations in the KR, dv and dc respectively. In addition, the pressure
gradients above the KR are also taken into consideration. The mesoscale Koshava
contributors (both presented in Chapter 5) such as the across-mountain MSLP
and potential temperature differences, and winds at higher levels are also
considered. If all of the above variables are accounted for, the stochastic
equations constructed to diagnose Koshava's speed would then include 20
predictors (8 for cyclones, 8 for anticyclones, the pressure gradient in the KR, and
3 mesoscale contributors) and 1 response variable (Koshava mean hourly speed).
Any model with 20 (or possibly more) terms would have been cumbersome to
analyze and difficult to use. Therefore, the number of predictors had to be

reduced.
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Identification of the most important predictors was carried out using the
stepwise regression method (Efroymson, 1960). The starting model is the
constant model. The predictors are added one at a time and at each step the p-
value of an F-statistic was calculated to test the model with and without the given
predictor. An F-statistic follows an F-distribution and therefore can be used to
compare statistical models. Namely, the F-statistic is computed as (e.g. Draper

and Smith, 1998):

o (50— 552)/(dfs = dfy)
N $S,/df; '

(3.13)

where SS; is the residual sum of squares of the starting model, SS, is the residual
sum of squares of the model after adding an additional predictor, and df; and
df, are the degrees of freedom of each model equation. Recall that the residual

sum of squares of each model can be calculated from Eq. (3.12) as: SS = YL, €7 =

™ (Vi = Bo — ZX_1 Brfre(Xin, Xi, ...,Xl-p))2 There are n — k degrees of freedom,
where 7 is the number of predictors” observation and k is the number of estimated
parameters in the model (see Eq. (3.12)). Thus, the predecessor model has to be

the simpler one.

Now, the F-statistics and the degrees of freedom can be further used to determine
the p-value. Namely, the p-value of an F-statistics represents the tail area beyond
the observed F-value on the F-distribution. If the calculated p-value is smaller
than the entrance tolerance of 0.05, the predictor is added to the model. If, on the
other hand, the term is already in the model and its calculated p-value of the F-
statistic is larger than the exit tolerance of 0.1, the predictor is removed from the
model. In this way, the statistical significance of a given predictor was measured.

The full explanation of the stepwise model algorithm can be found in Draper and
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Smith’s book on applied statistics (Draper and Smith, 1998). The stepwise method
basically tests the null hypothesis that the predictor would be insignificant if
added to the model. If it turns out that the predictor is statistically significant
(based on the calculated p value), the null hypothesis is rejected and the predictor
is added to the model. The whole multiple linear regression analysis including
the stepwise method procedure were performed in Matlab® 2014 software. The
resulting deterministic equations for the Koshava mean hourly speed are

provided in Chapter 5.

3.6 Numerical modeling of EKE

This study uses the WRF model for the numerical simulation of the EKE. The
employed solver is the Nonhydrostatic Mesoscale Model (NMM,; version 3.6.1),
which solves the compressible, nonhydrostatic Navier-Stokes equations on
Arakawa-E grid. The vertical coordinate is a hybrid sigma-pressure coordinate.
Two different configurations of the NMM model were tested (Table 3.1). In
addition, two more numerical simulations were performed using a modified
version of the NMM model on Arakawa-B grid, called NMMB. In total, four
simulations with different models” configurations are performed - two using
NMM and two using NMMB. The forecasts (mean hourly wind speed, wind gust
and wind direction) were compared against measurements from four weather
stations situated in the KR (BG, NS, VR and VG). The results are also
benchmarked against the European Center for Medium range Weather Forecast’s

Integrated Forecast System (IFS) analysis.

Models” configurations are summarized in Table 3.1. The NMM, NMMB_1 and
NMMB_2 configurations are operationally employed at the Republic

Hydrometeorological Service of Serbia.
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Table 3.1. Overview physical packages, initial and boundary conditions, and

computational domain characteristics used in numerical modelling of the EKE.

NMM NMMB_1 NMMB_2 \ NMM_QNSE
Microphysics Ferrier (Ferrier et al., 2002)
Longwave RRTMG
- GFDL (Schwarzkopf and Fels, 1991) (lacono et al.,
radiation
2008)
Shortwave RRTMG
. GFDL (Lacis and Hansen, 1974) (lacono et al.,
radiation
2008)
QNSE
Surface layer Janjic similarity scheme (Sukoriansky
et al., 2005)
Noah-MP (Ek Noah-MP (Niu
Landsurface | i 1. 2003) LISS et al., 2011)
QNSE
PBL MY (Sukoriansky
et al., 2005)
Cumulus BMJ
convection | (Janjié, 1994) )
Initial and .
boundary IFS pazﬁftﬁ(:v::m Global NMMB IFS
conditions
Horizontal
resolution (km) ~2:2 =3 - ~2:2
Domain centre LON 17.5°E LON 18.8°E LON 8.0°E LON 17.5°E
LAT 44.5°N LAT 44.2°N LAT 48.5°N LAT 44.5°N
Grid points 400x450%45 326x287x64 394x356%x64 400x450%x45
Time step (s) 5 6.67 20 5
Nest ratio - 31 - -

Due stably stratified planetary boundary layer (PBL), the NMM_QNSE
configuration uses the Quasi-Normal Scale Elimination scheme (QNSE;

Sukoriansky et al., 2005) for PBL parametrization. The NMM and NMMB
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simulations have similar physics, but the forecasts are based on different initial
and boundary conditions. Namely, the quality of forcing data can have a

pronounced influence on the accuracy of forecasts (Talbot et al., 2012).

Numerical modelling of surface and near-surface variables under stable
atmospheric conditions is more challenging compared to unstable stratification
(Shin and Hong, 2011). This difficulty partially arises because turbulent eddies in
stable atmosphere are much smaller compared to unstable (convective)
conditions (Beare et al., 2006). For that reason, the NMM_QNSE simulation relies
on the QNSE PBL scheme. This scheme is particularly designed for stable
stratifications. Namely, QNSE is a turbulent kinetic energy prediction scheme
based on a quasi-Gaussian spectral closure model with the surface layer
parameters derived from large eddy simulations of stably stratified atmosphere

(Sukoriansky et al., 2005).

For motions with characteristic horizontal scales below 100 km (y scale), such as
the Koshava wind and the EKE in particular, deviations from the pure
hydrostatic balance can be significant (Xu et al., 1995). For this reasons, the non-

hydrostatic models have been selected for the numerical simulation of the EKE.
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CHAPTER 4

4. Homogeneity testing and Koshava trends

This chapter is the first result chapter in this thesis. It contains a comprehensive
overview of the Koshava climatology from the year 1949 to the year 2010. As
mentioned in Chapters 1 and 2, the Koshava wind dictates many aspects of
weather and climate in the region, influences the air quality in cities, influences
city planning projects, and is a valuable wind energy resource. Therefore, a study
of Koshava’s behavior over the 62-year-long period will prove valuable, either

directly or indirectly, to all of the previously mentioned fields.

The chapter also contains the results of the first detailed homogeneity analysis of

the wind speed and direction series from five weather stations located in the KR.

4.1 Introduction

Much research has been conducted focusing on analysis of wind speed trends
(e.g. Pirazzoli and Tomasin, 2003; Pryor and Barthelmie, 2003; Smits et al., 2005;
Brazdil et al., 2009; Vautard et al., 2010; Guo et al., 2011; Baule and Shulski, 2013;
Dadaser-Celik and Cengiz, 2013) as well as wind speed variability (Palutikof et
al., 1987; Saji and Goswami, 1996; Klink, 1999; Klink, 2002). Using data from 822
weather stations, Vautard et al. (2010) showed that surface wind speeds in the
northern mid-latitudes demonstrated between a 5 to 15 % drop in the period from

1979 to 2008. In a more recent study, Dadaser-Celik and Cengiz (2013) analyzed
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the surface wind speed over Turkey and again found a negative trend from 1975
to 2006 on 72 % of the 206 analyzed weather stations. Brazdil et al. (2009) also
noticed that wind speed were significantly showering in the period from 1961 to
2005 in the Czech Republic. On the other hand, while Pirazzoli and Tomasin
(2003) did observe a decrease in wind speeds from 1951 to the 1970s, they found
there was an increase in the surface wind activity in the following years. Using
wind speed measurements, Smits et al. (2005) observed a general decrease in the
speed of moderate and strong winds over the Netherlands. Overall, the literature
review suggests that surface wind speeds have been decreasing over a large
region in Europe. The Balkan region, however, has not been studied so far. This
region, situated in the southeast part of the Europe, has a unique wind climate
that is characterized by many local winds such as Bora, Foehn, Koshava, Ostro,
Sirocco, Tramontane and Vardarac (see Section 2.1). Among these local winds,
Koshava is one of the most dominant throughout the year, though this wind is
particularly wide-spread during the winter and spring seasons and the highest
wind speeds occur in autumn and winter (Unkasevic et al., 1999). Koshava’s long-

term trends have, to date, not yet been investigated.

As pointed out by Vautard et al. (2010), surface wind measurements are
influenced by three major factors. The first factor affecting surface winds is large-
scale synoptic weather systems (Bakker et al., 2013). Though long-term trends in
wind speed observations do not always reflect trends in large-scale phenomena
(Alexandersson et al., 1998; Bakker and Hurk, 2012) but rather may reflect
urbanization and surface roughness changes (Smits et al., 2005; Wever, 2012).
Lastly, changes in the measurement techniques, instrumentation and location of

weather stations would also affect surface wind measurements. Usually, each of
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these factors influence observed trends, and it is often difficult to estimate the

contribution that each of them makes to the observed trends.

Because the EAs (mostly Siberian high) and MCs are synoptic pressure systems
that form the Koshava wind, any observed trends in these two weather systems
should be reflected on climatology and trends of the Koshava wind.
Panagiotopoulos et al. (2002) noticed that the Siberian high had a downward
trend of -2.5 hPa decade-1 from 1978 to 2001. They have also concluded that this
decline has had effects on circulation and temperature patterns well outside of
the Siberian high region. The analysis of the frequency of the cyclonic tracks over
the Mediterranean Sea has also shown a statistically negative trend on an annual
basis (Maheras et al., 2001; Flocas et al., 2010). Maheras et al. (2001) showed that
the occurrence of the cyclones in the West-Mediterranean had decreased from
1958 to 1996. Nissen et al. (2010) and later Nissen et al. (2013) have analyzed the
frequency and the trend of the cyclones and windstorms in the Mediterranean
region, and have demonstrated that there has been a significant decrease in the
number of wind events and number of cyclones in this region. Koshava’s long-
term trends have, to date, not yet been investigated, as demonstrated in Section
0. Moreover, wind trends are mostly investigated on the large scales and hardly

on local scale.

4.2 Data

Koshava trends are analyzed based on a 62-year data record (January 1, 1949 -
December 31, 2010) from five synoptic weather stations (Table 4.1 and Figure 1.1).
Measurements were conducted at the main climatological terms, i.e. 7:00, 14:00
and 21:00 hours (local time). The weather station in BG is located in the city center

and is a typical example of an urban station, while the stations in Novi Sad (NS)
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and Smederevska Palanka (SP) are typical suburban stations and the stations in
VG and VR represent the rural samples. The NS, VG and VR stations are at the

same elevation above sea level (a.s.l.) - about 83 m a.s.l.

Table 4.1 List of weather stations in the KR which provided the data used in the
homogeneity testing and trend analyses.

Weather Elevation Anemometer
, Longitude Latitude height a.g.
station a.s.l. (m)

(m)
BG 20°27'53.44” E 44°47'54.11” N 132 24
NS 19°49'47.62" E 45°19'19.88” N 84 10
SP 20°57" E 44°22' N 121 10
VG 21°29'54.94” E 44°45'09.56” N 82 10
VR 21°18'20.01” E 45°08'39.16” N 83 10

4.3 Koshava climatology

431 Wind direction and seasonality

Koshava is a wind that blows from southeast quadrant and mostly, but not
always, encompasses southeast (SE) and east-southeast (ESE) directions on a 16-
direction wind rose. Wind roses for four seasons (summer-JJA, autumn-SON,
winter-DJF, and spring-MAM) and all stations analyzed in this chapter are
portrayed in Figure 4.1 with the corresponding numerical values provided in

Table 4.2.

Koshava’s direction in BG is fairly constant throughout the year. It is restricted
to SE and two adjacent directions (ESE and SSE). Fall is the windiest Koshava
month in BG when the winds from ESE, SE and SSE directions combined are

present in 41.1 % of the time. Koshava winds in BG are more often than calms,
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even in the summer season. Most calms occur in summer (7.4 %) whereas the
windiest season, accounting for all wind directions, is spring (only 4.8 % of
calms). After fall, Koshava in BG is mostly active in winter and spring seasons,
respectively. Values presented in Table 4.2 can be further compared against
Milosavljevi¢ (1950a) and Vujevié¢ (1933) studies of winds above BG. Moreover,
since their analyses cover the period from before 1945, the climatological results
for winds in BG presented in this chapter can be thought of as a continuation of
their work for the 1949-2010 period. The main discrepancy between Koshava's
occurrence in Table 4.2 and the results by Milosavljevi¢ (1950a) is for the SSE
direction. Namely, Table 4.2 shows considerably higher frequencies of
occurrence of SSE winds compared to Milosavljevi¢ (1950a) work (almost 6.6 %
higher on an annual basis). Due to small number of days with winds coming in
from SSE direction, Milosavljevi¢ (1950a) did not consider SSE to be a Koshava
direction. The annum results for the most frequent Koshava direction (SE),
however, seem to be fairly similar; 13.8 % in Milosavljevi¢ (1950a) thesis and
12.7 % in this study. The presented results are also similar to Vujevic¢ (1933), but
only if Koshava is restricted to SE and ESE directions. For example, Table 4.2
shows that SE and ESE Koshava winds in BG in winter were present in 27.6 % of
time whereas Vujevi¢ (1933) reported a corresponding value which is only for
0.8 % lower (26.8 %). He also found that calms in BG were less frequent that
winds. The observed differences between these results are not necessarily caused
entirely by natural variability of wind climate in BG. More likely these
inconsistencies might be due to artificial inhomogeneities in the wind data series
(see Section 4.4). Lastly, the values in Table 4.2 can be compared against
Unkasevi¢’s study (Unkasevié¢, 1994) of wind climatology for BG and for the

period from 1888 to 1991. Once again, results on an annual basis seem to be very
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similar, with the exception of the SSE direction in which case Unkasevi¢ (1994)

reported smaller percentages of winds blowing in from SSE direction. The

difference, however, is smaller compared to Milosavljevi¢’s study (Milosavljevi¢,

1950) because her data cover the period prior to 1949 (which had been mostly

covered by Milosavljevi¢ (1950a) and Vujevi¢ (1933)), when SSE winds were rare,

as well as the most of the period covered by the present study when SSE winds

were common. As a result, the large difference between the SSE winds in Table

4.2 and findings by Milosavljevi¢ (1950a) and Vujevi¢ (1933) is smoothed out.
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Figure 4.1. Wind roses for the period 1949-2010 and for five weather stations
in the KR (Table 4.1). Blue - BG, red - NS, green - SP, yellow - VG, black VR.

Corresponding numerical values are given in Table 4.2.
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Table 4.2. Frequency (in %) of winds from different directions at five weather stations in the KR in the period January 1, 1949 -

December 31, 2010. Corresponding seasonal wind roses are given in Figure 4.1.

N NNE NE ENE E ESE SE SSE S SSW SW WSW 4 WNW NW NNW C
BG 3.7 41 2.8 25 24 8.3 8.9 6.6 2.7 2.8 32 8.5 10.8 11.3 7.8 6.0 74
3] NS 71 1.9 31 1.6 52 6.2 9.5 22 23 12 44 49 13.6 8.1 13.6 4.0 111
é spP 3.5 1.5 2.0 29 49 14.8 7.7 2.3 0.9 0.7 1.7 45 7.9 8.4 10.3 4.6 214
A VG 5.0 31 24 29 39 9.0 6.1 3.8 1.7 1.8 24 6.0 8.5 12.3 9.8 8.7 12.6
VR 6.5 4.6 55 4.2 23 21 7.0 7.3 8.4 5.0 4.0 41 6.8 52 55 5.8 15.7
BG 2.3 3.3 2.3 2.0 3.3 14.5 15.2 11.4 3.7 2.5 22 6.1 7.6 7.8 52 41 6.4
NS 4.8 1.6 2.8 2.0 7.9 11.3 15.2 33 2.6 1.3 41 44 11.1 6.2 8.7 3.0 9.6
Es SpP 1.5 1.0 14 2.8 55 254 12.0 27 1.0 0.4 1.7 43 6.2 6.0 6.2 2.3 19.5
VG 3.1 2.0 1.8 3.8 59 16.4 10.3 4.6 1.7 1.5 1.8 42 59 10.5 7.2 6.0 13.4
VR 5.0 3.8 41 32 1.8 28 13.7 13.5 10.8 48 3.1 29 4.8 32 3.6 41 14.9
BG 2.8 34 2.3 21 24 13.2 14.4 9.3 3.7 29 2.6 7.0 8.8 9.8 6.0 4.0 54
) NS 47 1.8 3.2 2.7 79 9.7 14.1 3.0 2.0 1.1 34 42 13.1 7.9 10.2 3.2 7.7
E SpP 12 0.8 14 24 4.8 241 12.0 3.0 0.8 0.6 1.8 6.0 8.0 6.8 6.0 2.0 18.6
= VG 3.3 2.0 1.7 3.0 44 17.7 121 52 1.7 1.2 1.6 3.5 6.2 11.7 8.0 6.2 10.4
VR 59 3.8 3.7 3.0 1.7 21 10.8 11.5 13.7 6.0 3.5 32 47 3.3 3.9 49 14.0
BG 32 3.8 2.6 24 2.7 13.1 12.3 8.8 3.7 3.1 32 7.0 8.5 8.3 6.7 5.6 48
50 NS 7.0 24 3.3 21 6.1 8.2 144 3.4 3.0 1.3 49 45 11.3 6.5 11.6 3.9 6.1
g SpP 2.7 1.5 1.6 24 49 24.2 104 2.7 1.3 0.7 1.8 4.0 6.3 7.2 8.3 42 15.7
0 VG 3.8 2.6 21 3.6 47 14.6 8.9 49 21 22 24 47 6.7 11.5 8.8 7.3 9.0
VR 6.2 43 51 3.7 1.7 2.7 11.6 11.9 10.9 4.8 3.3 3.3 55 3.6 4.5 54 11.5
BG 3.0 3.7 25 2.3 2.7 12.3 12.7 9.0 3.4 2.8 2.8 7.2 8.9 9.3 6.4 49 6.0
= NS 59 1.9 3.1 21 6.8 8.8 13.3 3.0 25 1.2 42 45 12.3 7.2 11.0 3.5 8.6
g SpP 22 1.2 1.6 2.6 5.0 221 10.5 2.7 1.0 0.6 1.7 47 7.1 7.1 7.7 3.3 18.8
< VG 3.8 2.5 2.0 3.3 47 14.4 9.3 4.6 1.8 1.7 21 4.6 6.8 11.5 8.4 7.0 11.3
VR 59 41 4.6 3.5 1.9 24 10.8 11.0 10.9 52 3.5 34 54 3.8 44 51 14.0
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Koshava at the NS station is dominantly from the SE direction - 13.3 % over the
year. Other directions are less represented, but easterly Koshava directions are
more frequent than southerly. Inspecting Table 4.2 and Figure 4.1, it therefore
seems that Koshava directions in NS are SE and ESE (22.1 % over the year).
Adopting this rule, it can be concluded that the fall and winter are the windiest
Koshava seasons in NS with Koshava being active for 26.5 % and 23.8 % of the
time, respectively. Similar to the BG and VR stations, summer Koshava winds

were rare.

The ESE and SE are Koshava directions at the SP stations, as it can be inferred
from Table 4.2 and Figure 4.1. Although Koshava in SP is most often in the fall
(37.4 %), winter (36.1 %) and spring (34.6 %) seasons, it is interesting to note that
Koshava is also very active during the summer (22.5 %). Therefore, compared to
all other stations analyzed in this study, the SP station has the largest number of
Koshava days in the summer. Another interesting observation is that the SP
station also has the largest percentage of calms in the summer (21.4 % of the time)
and the largest number of calms in the year (18.8 %). Thus, Koshava winds and
calms combined account for almost 50 % of the time during the summer period

in SP. The BG station is the windiest site in the KR (Table 4.2).

Table 4.2 and Figure 4.1 suggest that Koshava’s direction at the VG station are
ESE and SE with 23.7 % of combined frequency of occurrence per annum. Winter
is the windiest Koshava season with the wind being active for 38.8 % of the time.
The fall and spring seasons follow but Koshava’s activity in these two seasons is
approximately 10 % lower than during the winter season. Koshava’s occurrence

in the summer seems to be about 10 % below the fall and spring seasons’ values.
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During the summer and winter seasons, Koshava at the VR station seemed to
come in dominantly from the south (SSE in particular) whereas it has more
easterly directions in the other two seasons. Therefore, it looks like Koshava
directions at the VR station are SSE, S and SE. Koshava’s occurrence from these
three directions is fairly uniformly distributed, i.e. around 11 % of the time per
each of these three directions. Therefore, Koshava in VR is active for 32.7 % of the
year, which is almost two and a half times more than calms. Seasonally, Koshava
is most active in the fall (38 %) and then closely followed by winter (36 %) and
spring (34.4 %) seasons.

The above discussion indicates that Koshava wind does not maintains the same
direction throughout the KR. It seems, nonetheless, that SE is the ubiquitous
Koshava direction in the whole KR. The physical reasons for this directional
variability are discussed later in Chapter 5. Furthermore, depending on the
weather station under consideration, Koshava’s activity peaks at different
seasons in the year. These variabilities are summarized in Table 4.3. Because
Koshava shows considerable variability in its direction from one station to
another, the homogeneity and trend analyses presented in this chapter have been
performed for the entire southeast quadrant (E, ESE, SE, SSE and S wind
directions). An additional reason is the observed level of inhomogeneity for the
wind direction series (see Section 4.4). Due to the inhomogeneities in the wind
direction data series caused by the change of the instrumentation and
environment, winds from one direction can be artificially shifted to adjacent

wind direction.
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Table 4.3. Prevailing Koshava directions and seasonality at different weather
stations in the KR.

Koshava’'s most

Weather station Koshava’'s direction Active season
BG SE, ESE, SSE Fall
NS SE, ESE Fall
SP ESE, SE Fall
VG ESE, SE Winter
VR SSE, S, SE Fall

43.2 Wind speed

The wind speed climatology for the weather stations in the KR is given in Table
4.4. Based on Koshava directions in Table 4.3, the mean seasonal and annual

Koshava speeds can be determined from Table 4.4.

The mean annual Koshava speed in BG is 3.6 m s with the highest speeds
occurring in the winter season (4 m s1) and the lowest in summer (2.6 m s1). The
fall and spring seasons have the same mean Koshava speed of 3.7 m s-1, which is
very close to the annual value. The strongest winds occur from the ESE direction
and SE directions, respectively, and in the winter and spring seasons in
particular. Milosavljevi¢ (1950a) reported the mean annual ESE Koshava speed
of 4.2 m s which is for 0.3 m s higher than the corresponding value from Table
4.4. The winds from the SE direction, however, seem to be increasing since the
value in Table 4.4 is for 0.6 m s higher than what Milosavljevi¢ (1950a) found in
his study (3.2 m s1). Unkasevi¢ (1994) reported similar results. Namely, the mean
annual ESE winds in her study are for 0.5 m s higher whereas the SE and SSE
winds are for 0.4 and 0.1 m s! weaker than the corresponding values in Table 4.4,

respectively.
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Table 4.4. Mean wind speed (in m s1) of winds from different directions at five weather stations in the KR in the period January

1, 1949 - December 31, 2010.

N NNE NE ENE E ESE SE SSE S SSW SW WSW W WNW NW NNW
BG 2.5 22 2.0 1.9 2.0 2.7 2.8 24 2.0 1.7 1.8 22 2.4 2.5 2.6 2.6
) NS 3.1 24 22 2.0 21 24 2.6 21 21 2.0 1.9 21 24 2.6 3.0 29
é spP 2.4 23 1.9 22 22 24 24 23 2.0 1.8 1.7 2.0 2.5 3.1 29 2.8
R VG 1.9 1.3 1.2 12 1.6 2.8 24 2.0 1.7 1.2 1.4 1.6 1.9 22 22 21
VR 2.8 21 21 21 1.9 43 7.0 5.5 3.3 25 2.2 25 2.8 3.1 3.0 3.0
BG 2.6 21 1.9 2.0 3.1 3.8 39 32 2.5 1.9 1.7 21 2.3 23 25 2.6
. NS 3.0 27 24 24 2.6 3.7 4.0 33 25 21 2.0 21 25 2.8 3.0 3.2
E spP 24 1.9 1.7 25 3.2 31 31 2.8 22 1.8 1.6 1.8 24 29 2.8 25
VG 1.8 1.3 11 1.4 1.8 49 3.8 2.7 1.9 1.3 1.4 1.4 1.9 22 24 24
VR 2.7 21 21 1.8 21 7.7 9.8 7.8 4.0 2.6 21 2.2 25 3.0 3.0 2.8
BG 2.7 22 21 22 3.1 43 43 3.5 2.7 1.9 1.9 24 24 24 2.7 2.6
g NS 3.4 3.0 2.5 24 2.8 42 4.8 44 2.7 25 2.3 25 29 3.2 3.3 3.5
= spP 23 2.0 22 3.0 3.3 33 34 31 24 1.9 1.7 22 2.8 3.4 3.1 2.8
= VG 1.9 1.3 1.3 1.4 1.7 53 42 3.1 1.7 1.2 1.4 1.6 1.9 2.7 2.8 2.7
VR 2.8 2.2 21 1.8 1.8 73 11.0 8.2 4.7 3.2 24 24 2.6 3.0 3.1 2.9
BG 3.0 24 22 22 3.1 43 3.8 31 2.7 21 2.0 25 2.7 2.6 2.8 3.0
80 NS 4.0 3.5 2.8 2.7 29 42 4.6 3.5 2.7 24 24 25 29 3.3 3.5 4.0
a spP 29 24 24 2.7 3.5 35 3.2 3.3 2.6 23 21 25 29 3.6 3.2 3.2
n VG 23 1.5 1.4 1.4 1.9 5.0 3.7 29 25 1.8 1.7 1.8 22 2.7 2.8 29
VR 3.3 2.7 24 2.2 21 7.2 9.4 7.4 4.2 3.0 24 2.7 3.0 3.4 3.4 3.6
BG 2.7 22 21 2.0 29 3.9 3.8 3.1 2.5 1.9 1.9 2.3 2.5 2.4 2.6 2.7
Tg NS 3.4 3.0 2.5 24 2.6 3.7 41 34 25 22 21 2.3 2.7 3.0 3.2 3.4
5 SP 2.5 22 21 2.6 3.1 32 3.1 29 2.3 2.0 1.8 22 2.6 3.3 3.0 2.8
< VG 2.0 1.4 1.3 1.3 1.8 47 3.6 2.7 2.0 1.4 1.5 1.6 1.9 25 25 2.5
VR 29 2.3 22 2.0 2.0 6.7 9.5 7.4 41 2.8 2.3 25 2.7 3.1 3.2 3.1

58



Koshava at the NS station is the strongest in the winter season (4.5 m s) and
closely followed by the spring season (4.4 m s-1). The mean annual and fall speeds
are the same and equal to 3.9 m s-1. The most vigorous Koshava winds are coming
in from the SE direction during the winter season. The summer Koshava winds

in NS are weak and, as in the BG case, are equal to 2.6 m s-1.

At the SP station, a small variability of mean Koshava speeds is observed from
the fall to the spring seasons. Spring seems to be the season associated with the
strongest Koshava winds (3.4 m s1). The SE and ESE Koshava winds have the
similar speeds on both annual and seasonal bases. It can be concluded that the
SP station, although not being the windiest Koshava site, has the steadiest

Koshava speeds throughout the year.

Koshava is very pronounced wind at the VG station. Namely, the mean annual
speed of the Koshava wind in VG is 4.2 m s1. The strongest winds occur in the
winter seasons when the mean speed is equal to 4.8 m s'. Koshava winds in
spring and fall are also strong (4.4 and 4.3 m s, respectively). One again, the
summer Koshava winds have the mean speed of 2.6 m s. After the VR station
(see below), the VG station is characterized with the strongest Koshava winds in

the whole KR.

Traditionally, Koshava is the strongest at the VR station. For example, the mean
summer Koshava speed in VR (5.2 m s) is higher than the mean Koshava speeds
in any of the seasons at the other four weather stations in the KR. The strongest
Koshava winds in VR occur during the winter (8 m s). The mean wind speeds
of 7.2 and 7 m s are observed for the fall and spring seasons, respectively. The
mean annual speed at the VR station is 7 m s-1. Note that the mean speed of the

SE winds is as high as 9.5 m s1. The ESE direction has not been considered as a
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Koshava direction in the previous sub-section and Table 4.3, although data in
Table 4.4 suggests it should be taken into account. Namely, the mean annual
speed of ESE winds is 6.7 m s and the mean speeds above 7 m s are recorded

for the fall, winter and spring seasons.

It can be concluded from the above discussion that although Koshava is mostly
active in the fall season (with the exception of the VG station), the strongest
Koshava winds typically occur in winter. The most dominant directions are not
always associated with the strongest Koshava winds For instance, the most
frequent Koshava direction in VR are SSE and S, but the highest wind speeds
were recorded from the SE direction. On average, the smallest Koshava speeds
occur in SP and the highest in VR. Koshava speeds in BG and NS are very similar.
This spatial distribution of the mean Koshava speeds suggests that the east parts
of the KR have higher velocities than the rest of the region. The meteorological

causes for this are discussed later in Chapter 5.

Figure 4.2 shows the mean annual wind speeds for the three measurement terms
(7:00, 14:00, 21:00), as well as the daily mean (DM) for the Koshava wind. The
highest wind speeds were observed at the VR station throughout the day. On
average, wind speed measurements at this station are 2 times higher than the
wind speeds observed at the other four stations. Additionally, wind speeds at the
stations VR, VG and NS are all observed to be higher than wind speeds at the BG
station. It is probable that the large surface roughness of BG leads to the
decreased wind speeds noted at this station. The SP station generally had the
lowest wind speeds. An interesting pattern can be observed when the diurnal
wind variations are analyzed. Generally, wind speeds tend to increase from the

early morning (7:00) to the afternoon (14:00) at all stations (the one exception
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being the winds observed at the VR station). The observed increase of wind speed
in the afternoon correlates with the increased surface temperature at this time of
day (Dai and Deser, 1999). In the early afternoon, the air near the surface is
warmer than the air aloft and thus the sensible heat flux is orientated upward.
This positive flux results in the increased instability of the atmosphere,
augmenting the turbulence and the downward mixing of momentum -
consequently increasing wind speeds. The reverse trends noted at the VR station
are more difficult to explain, however, though the explanation may have to do
with the topography of VR’s surrounding area. A mountain located east of the
city postpones the sunrise and it might shift the surface temperature peak to

occur later in the afternoon.
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Figure 4.2. The mean annual Koshava speeds for the three measurement
terms (07:00, 14:00, 21:00) and DM values. Weather stations: blue - BG; red -
NS; green - SP; yellow - VG; black - VR.

61



The rank of percentile that corresponds to 5 m s value has been calculated for
the DM values. The VR station had the smallest value (0.518). Therefore, almost
50% of the time Koshava wind speeds were above 5 m s-1. The rank of the 5 ms-!
value at the BG, NS, SP, and VG wind speed series was 0.845, 0.846, 0.898 and
0.79, respectively. This certainly identifies the VR region as the windiest one

compared to the other four regions.

4.4 Homogeneity of wind series

All wind series were examined using both the basic and the modified form of the
ReDistribution Method and results for all weather stations are shown in Figure

4.3.

After conducting a basic RDI analysis on the BG dataset, the series seemed to be
relatively inhomogeneous, returning high RDI values for wind direction
observations over longer periods (the longest period of such data are featured for
the period 1986-2006), while wind speed had some minor anomalies in early
1950s and early 1990s. This type of homogeneity assessment discovered problems
mostly concerning numerous changes in wind direction series. At some points,
RDI values were found to be quite high (approximately 0.2), indicating “noisy’

datasets.

On the other hand, the output results of the modified form of the ReDistribution
Method returned a practically homogeneous wind speed series, while the wind
direction series was found to have distinct inhomogeneities in 1956, 1962, 1968,
1973, 1984, 1989 and 2001. These anomalies in the wind direction series
influenced the distribution of winds on the wind rose. This clearly indicates that

some changes in the instrument environment took place. The inhomogeneity of
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2001 seems to reveal a bigger problem with wind direction data. The cause was
probably not only a change in the instrument environment, but also an

instrument misalignment of a newly added piece of equipment.

When the basic RDI analysis was applied to the NS series, a few anomalies were
demonstrated. The greatest anomaly was observed to be in 1978, returning RDI
peaks of both direction and speed series in 1982. The cause of this anomaly seems
to be a change in the instrumentation, as well as a change in the method of
measurement. At that time, the station began to employ an anemograph, and
since it began to run synoptic observations, it began recording 16 wind directions
instead of 8. Prior to 1978, it might be noted that RDI values were slightly higher,
which confirms the described cause of inhomogeneity. The inhomogeneity in
wind speed series in 1960 that resulted in the RDI peak value in 1964 also seems
to be caused by a change in the wind speed measurement method, taking a 10
minute mean speed as a value instead of 10 minute gust speed. Another anomaly,
occurring simultaneously with the wind direction anomaly, comes from different
instrument sensitivity, thus resulting in “low speed” being recorded more

frequently as opposed to “calm”.
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Figure 4.3. Homogeneity of wind speed (a, b) and wind direction (c, d) series
using ReDistribution method in its base (a, c) and modified (b, d) versions.
Weather stations: blue - BG; red - NS; green - SP; yellow - VG; black - VR.

The modified RDI analysis of the data only confirms these results. The same
anomaly in 1978 can be noted, but only in the wind direction series. Again, the
change in the distribution of wind directions refers to the addition of 8 more wind
direction categories via the ‘starry’ wind rose, but winds from the southeast
quadrant have stayed equally frequent. Since there are no significant anomalies
in the wind speed series, the anomaly from 1978 is thus confirmed to affect the

low wind speeds only. The anomaly in wind speed from 1960 is greatly reduced.

The SP series, analyzed using the basic RDI method, was observed to have an
anomaly in 1953, while slightly higher RDI values were introduced in 1990s. The
cause for these spikes in RDI values seems to have been a relocation of the

measurement site as well as the introduction of an anemograph, replacing a more
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simple wind vane with anemometer. It is not clear, however, what caused the
rise of the RDI values from the 1990s, since sufficient metadata about the

instruments used was not recorded.

The modified RDI analysis revealed anomaly of the series that can be observed
in the 1990s. The change in wind direction distribution may be due to either the
use of a newly installed and more sensitive wind vane or, a less likely possibility,
to a lower instrument height. The latter possibility, however, is not supported by
the fact that wind speed distribution remains unchanged, which should not occur
if the instrument was simply set-up at a lower height. More sensitive wind roses
tend to change wind direction series from having a more focused, narrower
direction, to having a wider range of directions. As a result, the wind direction
noted in this decade was much more variable, and the wind originated from one
major direction far less frequent. Nevertheless, a sum of the frequencies of wind

directions from the SE quadrant has remained similar.

When applying the basic RDI analysis to the VG data series one anomaly of a
very high magnitude (RDI value 0.565) in 1979, which is thought to have been
caused by station relocation in 1975. Anomalies noted in 1958 and 1969 are
thought to have been due to changes in instrumentation, while wind direction
anomalies in 1991 and 1995 in wind direction only were due to are thought to

have been caused by minor changes in the instrument environment.

Concerning the wind speed subset of the VG dataset, the modified RDI analysis
introduces higher RDI peaks, which could indicate problems with the
distribution of wind directions. However, problems with the wind direction data
associated with these RDI peaks are all thought to be due to variations between

the two adjacent directions, ESE and SE. In fact, total frequencies from the two
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direction quadrants with significant winds, southeast and northwest, maintain

their sums and ratio throughout the series.

The VR series also indicates some problems with homogeneity. The basic RDI
analysis clearly indicates simultaneous anomalies of both the speed and direction
series in 1953, 1972, and 1976. Similar anomalies can be observed in the wind
direction data of 1993 and 2006, but wind speed remains relatively more
homogeneous. Since the metadata show no relocation of the measurement site,
all anomalies are thought to be caused by changes in the instrumentation used,
whether it be changes in its position and microenvironment or misalignment and

recalibration.

The modified RDI analysis returned more information of these anomalies. Within
the wind speed dataset, anomalies are noted in only 1953, 1993 and 2006, all years
when different instruments were introduced. On the other hand, anomalies from
1972 and 1976 are not observed within this data subset, meaning that these were
probably caused by changes in the instrument’s close environment. Changes of
wind direction distributions are similar to those from other stations. The
redistribution observed in 1953 is thought to be caused by the introduction of the

16 wind direction rose instead of the 8 direction rose.

4.5 Koshava trends

The trend analysis of the Koshava wind has been performed on two categories of
Koshava’'s speeds: (1) all wind speeds and (2) wind speeds above 5 m s (named
K5 winds). The mean reason for this separation of wind speeds in two sets is the
observed level of inhomogeneities (see Section 4.5). Since small wind speeds are

more susceptible to inhomogeneities, the thought is that the trends of the K5
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winds will more closely represent the natural (climatological) trends of the
Koshava wind. The K5 winds are also of particular importance to the wind
energy section and thus the observed trends of these winds could have a practical

implication in the industry.

451 Wind speed

Results of the Mann-Kendall test and values of the Sen’s slope are given in Table
4.5. At all stations, wind speeds in the morning have strong negative trend over
the 62-year study period. Negative trend of the K5 winds is stronger compared
to the case when all wind speeds are considered. Statistically significant negative
trends for wind speeds at 14:00 have been detected at all stations-except for the
VG station where the Mann-Kandall test failed to show any significant trend.
Besides the VG station exception, the slopes calculated for the afternoon Koshava
winds have higher absolute values compared to those of the morning Koshava
winds. A separate analysis of the K5 winds again reveals a strong negative trend,
but this time at all stations. The evening Koshava winds (21:00) also experienced

a significant negative trend at all stations considering both wind speed regimes.

The DM values, as expected, all show a significant negative trend, with the
exception of VG station, where the trend is significant only to a = 0.01. The
weaker, but still significant trend for the DM values of the VG station is caused
by the absence of any trend of Koshava’s afternoon winds. The average slope
when all DM wind speeds are included is -0.020 m s year!, while the average
value of the slope for K5 winds is -0.024 m s year-l. This pattern indicates that
the stronger wind speeds were declining more rapidly than the near-calm wind

speeds.

67



Table 4.5. Trend analysis of the mean annual Koshava speeds in the period 1949-

2010: Mann-Kandall test statistic, Z, significance of the trend, Hi, Sen’s slope, Q

(m s year?), and offset of the linear trend line, B (m s1).

) All wind speeds K5 winds
Station Term
Hi Q B Z Hi Q B
07:00 -552 4 -0.021 4.01 742 4 -0.026 8.34
BG 14:00 -6.85 4 -0.026 833 680 4 -0.026 8.33
21:00 -6.60 4 -0.025 400 -6.73 4  -0.029 8.43
DM -645 4 -0.021 3.74 -706 4  -0.025 7.37
07:00 -4.62 4 -0.017 3.81 466 4  -0.026 9.12
NS 14:00 -490 4 -0.024 4.81 542 4 -0.024 8.88
21:00 -5.15 4 -0.019 375 451 4  -0.027 9.08
DM -494 4 -0.017 3.68 -5.07 4 -0.022 7.82
07:00 -459 4 -0.011 282 530 4 -0.024 8.20
sp 14:00 -757 4 -0.029 4.81 -6.76 4  -0.024 8.48
21:00 -4.35 4 -0.013 289 483 4  -0.022 8.10
DM 561 4 -0.014 313 656 4  -0.022 7.16
07:00 -398 4 -0.016 369 448 4  -0.031 9.66
VG 14:00 -0.04 O 0.000 486 -340 4 -0.21 9.17
21:00 -4.69 4 -0.027 446 -3.74 4  -0.027 9.55
DM 319 3 -0.013 354 364 4 -0.023 8.33
07:00 -5.03 4 -0.036 798 570 4 -0.033 11.46
14:00 -499 4 -0.031 713 -435 4  -0.022 1024
VR 21:00 -544 4 -0.037 8.21 -553 4 -0.031 11.60
DM 543 4 -0.034 683 -553 4  -0.029 9.94

The overall strongest negative trend is observed at the VR station for the DM

values when all wind speeds are considered (-0.034 m s year!), whereas the

strongest negative trend of the K5 winds is also detected at the VR station, but

for the morning Koshava winds (-0.033 m s year). A positive trend has not been

detected at any of the stations. Moreover, there is only one non-negative trend

and it is recorded for the 14:00 Koshava winds at the VG stations. This trend is
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clearly caused by the small wind speeds or, even more likely, inhomogeneities in
the wind data time series since the K5 winds in the same term possess a strong

negative trend.

452 Wind activity trends

The annual number of days with the Koshava wind for the most active Koshava
directions (based on Figure 4.1) and the whole SE quadrant are presented in Table
4.6. Considering all wind speeds, the VG and BG stations are the locations where
Koshava displays the greatest amount of activity. When only the K5 winds are
considered, the VR and VG stations seem to display the greatest amount of

activity.

A trend analysis of the annual number of days with the Koshava wind is given
in Table 4.7. When analyzing the SE sector as a whole, only the SP and VG
stations have statistically significant negative and positive trends, respectively.
Excluding these two stations, it seems that a redistribution of the Koshava wind
has taken place in such a way that the central (SE) direction has a decrease of the
Koshava activity, and the peripheral directions have increase of the Koshava

activity.

This tendency might be due to: (1) introduction of 16 direction wind rose instead
of 8 direction wind rose and/or (2) installation of more sensitive wind vanes (see
Section 4.4) or (3) natural long-term variability of Koshava’s direction. The results
are quite different when only the K5 winds are considered. Taking the entire SE
sector as a whole, statistically significant negative trends have been recorded at
all the stations, except the VG station, where a positive, but statistically

insignificant, trend has been detected.
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Table 4.6. The annual number of days with the Koshava wind.

, Average yearly number of Average yearly
) Wind Sy )
Station o Koshava days considering all ~ number of days with
direction . .
wind speeds K5 winds
SE
146.66 24.64
quadrant
BG SE 45.37 9.96
ESE 44.87 9.62
SSE 32.95 4.01
SE
125.42 22.36
NS quadrant
SE 48.61 11.99
ESE 32.22 6.31
SE
127.45 15.74
quadrant
SP
ESE 52.65 6.18
SE 34.15 4.68
SE
150.83 38.31
VG quadrant
ESE 80.75 28.19
SE 38.33 8.24
SE
135.22 69.93
quadrant
VR S 39.90 9.44
SSE 40.30 2491
SE 39.28 31.05
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Table 4.7. Trend analysis of annual number of days with the Koshava wind in the

period 1949-2010: Mann-Kandall test statistic, Z, significance of the trend, Hj,

Sen’s slope, Q (days year), and offset of the linear trend line, B (days).

. . . All wind speeds K5 winds
Station Direction
H; Q B Z H; Q B

E -1.00 0 -0.020 9.47 -348 4 -0.011 0.67

ESE 281 3 -0.636 5821 -565 4 -0250 1525

BG SE -4.06 4 -0.567 6497 548 4  -0.242 16.12
SSE 469 4 0.626 13.30 113 0 0.027 2.05

S 449 4 0.202 4.89 076 0 0.000 0.33

Q -1.59 0 -0.187 15373 -654 4  -0513  39.90

E 203 2 0.117 1947 -166 1 -0.009 1.38

ESE 556 4 0.863 6.64 249 2 0.105 2.49

NS SE 512 4 -0.710 6554 -535 4  -0261 1875
SSE 224 2 0.111 6.00 -089 0 0.000 1.00

S -334 4 -0.104 11.83 -441 4  -0.014 0.84

Q 153 0 0.175 11986 -436 4 -0262 2898

E -1.97 2 -0.099 18.09 -3.80 4  -0.053 3.99

ESE -437 4 -0.860 8336 -639 4 -0.156 10.19

sp SE -1.63 0 -0.185 3720 -619 4  -0.118 7.30
SSE 397 4 0.250 8.00 -1.68 1 -0.015 2.18

S 519 4 0.103 2.50 3.02 3 0.000 0.33

Q -405 4 -0.552 14524 -824 4 038 2641

E 632 4 0.667 -1.50 554 4 0.021 -0.18

ESE -1.15 0 -0.208 9448 -042 0 -0.042 28.83

VG SE 087 0 0.235 26.00 201 2 0.077 1.64
SSE 203 2 0.075 3.99 -032 0 0.000 0.33

S 3.08 3 0.049 1.48 -090 0 0.000 0.00

Q 457 4 1.048 11950 054 O 0.051 34.86

E 223 2 0.056 5.11 -1.28 0 0.000 0.00

ESE 032 0 0.009 5.69 -045 0 0.000 1.33

VR SE 285 3 -0.474 5556 -237 2 -0.333  43.00
SSE 098 0 0.109 3514 195 1 0.191 15.34

S 448 4 0.429 2602 054 O 0.013 8.39

Q 057 0 0.063 133.01 -3.07 3 -0260 75.70
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Table 4.7 further shows that the NS and VG stations possess different trend signs
for annual number of Koshava days when all wind speeds are considered and
when only K5 winds are taken into consideration. However, the positive trends
for the near-calm wind speeds are not statistically significant. Overall, it can be
observed that the trends of Koshava’s activity are much more diversified than
the trend of Koshava’s speed (where more or less all stations recorded very

strong negative trends).

The following analysis takes into account the spatial and temporal consistency of
the K5 winds. Two conditions were placed on the K5 winds. Firstly, the K5 winds
had to be detected at a minimum three out of the five stations-spatial consistency.
Secondly-for temporal consistency-a three-term (one day) of the minimum wind
activity was required to consider that wind to be the K5 wind. Though, when a
sequence of Koshava activity exceeded three terms, an allowance was made for
short interruptions (no more than two consecutive terms) of winds blowing in
from other directions. Below, this principle is numerically presented on a sample

exported from the dataset:
000,111,100,111,111,011,000,010.

Only K5 winds are denoted by 1 - all other wind directions or winds with a speed
of less than 5 m s, are represented by 0. Three terms make one day and the end
of a day is presented with a comma in the above scheme. According to the
criteria, the Koshava wind started at 07:00 in Day Two and lasted four more days.
The underlined zeroes are regarded as the K5 winds. Their occurrence is thought
to have been caused by local atmospheric and environmental influences, and it
is believed that their existence can be disregarded. Another argument for

disregarding these two terms of interruption is the nature of the formation of the
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Koshava wind. As mentioned earlier (Section 1.2), the Koshava wind is formed
by the large-scale pressure systems which create very persistent pressure

gradients. Such pressure gradients do not exhibit significant hourly oscillations.

Results are depicted in Figure 4.4. The negative trend in the period 1949-2010 is
statistically significant (H; = 4) and Sen’s slope is equal to -0.640 days year! (the
intercept, B=100.78 days). Even within a 95 % confidence interval (depicted by
the red dotted lines), trends are still negative. The 5-year moving average
(indicated by the green line) shows that the occurrence of K5 winds had a
pronounced positive trend until the second half of the 1950s. The average then
seems to fluctuate within the same range until 1980, when a decline in K5 wind

activity can be detected.
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Figure 4.4. Annual number of days with K5 winds based on the group criteria
(blue line). The black line is Sen’s slope, the red dashed lines are trends at the
95 % confidence intervals and the green line is the 5-year moving average.
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The year displaying the greatest amount of activity was 1972, with 127 days of
K5 winds. After 1996, no year with more than 100 days of K5 winds can be
observed. The trend after 1980 is statistically significant (H; = 4) with slope value
equal to -1 day year-l. The trend before 1960 is also significant (H; = 2) and has a
large slope value, Q =4.217 days year-l. The observed trends in Figure 4.4 can be
better understood when compared to individual trends observed at each station

(Figure 4.5).
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Figure 4.5. Annual number of days with the Koshava wind: (a) all wind
speeds, (b) K5 winds. Weather stations: blue - BG; red - NS; green - SP;
yellow - VG; black - VR.
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The K5 winds in Figure 4.5 have the upward trends at the NS and VG stations
from 1949 to the end of 1960s. Therefore, the positive trend observed in Figure
4.4 seems to be solely caused by the positive trends at these two stations. The
negative trend in Figure 4.4 that followed from the 1970s can be attributed to the

downward trend that was observed at all five stations.

Koshava is a persistent wind that usually blows for several days at a time.
Milosavljevi¢ (1950a) and Unkasevi¢ et al. (2007) noticed that Koshava in March
usually lasts for 2 to 4 days, but can be active for as long as 18 to 22 consecutive
days. The total number of periods when Koshava was active, sorted into ordinal
length categories is given in Figure 4.6. On average, 2-day Koshava periods are
2.5 times more frequent than 1-day Koshava events and 1.7 times more frequent
than 3-day Koshava periods. At the same time, 3-day periods were found to be
1.5 times more often than 1-day events. The VG station seemed to have the most
persistent Koshava winds. This pattern is particularly evident when the >6-day
events are examined. Although the highest average wind speeds are observed at

the VR station, this station is not found to have the most persistent wind activity.
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Figure 4.6. The total number of Koshava periods for each station in the KR.
Weather stations: blue - BG; red - NS; green - SP; yellow - VG; black - VR.
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Table 4.8. Trend analysis of annual number of Koshava episodes in the period

1949-2010. Symbols as in Table 4.7.

Station Period length 4 H;j Q B
1-day -0.98 0 0.000 6.00
2-day 0.70 0 0.000 12.50
BG 3-day -1.38 0 -0.026 9.87
4-day 0.41 0 0.000 6.00
5-day -0.99 0 0.000 4.00
>6-day -1.77 1 -0.043 9.43
1-day 0.74 0 0.000 5.00
2-day 1.31 0 0.033 12.68
NS 3-day 2.13 2 0.040 6.10
4-day 3.36 4 0.053 2.95
5-day 1.53 0 0.000 2.50
>6-day 0.89 0 0.000 4.00
1-day -1.82 1 -0.026 5.65
2-day -0.04 0 0.000 15.00
sp 3-day 0.28 0 0.000 8.00
4-day -0.22 0 0.000 5.00
5-day -0.23 0 0.000 3.00
>6-day -3.98 4 -0.080 8.10
1-day 0.76 0 0.000 5.50
2-day 0.03 0 0.000 14.00
VG 3-day 1.75 1 0.028 7.33
4-day 1.07 0 0.000 5.00
5-day 1.15 0 0.000 3.00
>6-day 2.53 2 0.053 7.26
1-day -0.47 0 0.000 5.00
2-day -1.93 1 -0.063 14.09
VR 3-day 0.00 0 0.000 7.00
4-day 0.24 0 0.000 4.00
5-day -0.88 0 0.000 2.00
>6-day -1.17 0 0.000 3.50
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In a 365 day year, Koshava was active for 38.4 %, 26.8 %, 31.2 %, 40.8 %, and
24.9 % of the year, at the BG, NS, SP, VG, and VR stations, respectively. Therefore,
it can be said that, on average, Koshava is active in 32.4 % of the time in the year
in the study area. Out of this 32.4 %, 1-day, 2-day, 3-day, 4-day, 5-day and >6-day
events have occurred in 1.5 %, 74 %, 6.7 %, 5.4 %, 4.2 %, and 7.3 % of the time,

respectively.

It should be noted that the values in Table 4.6 are slightly higher. This difference
is because results in Table 4.6 also include wind events that were shorter than 1
day. A trend analysis of the periods of Koshava activity was also performed and
results are shown in Table 4.8. Many Koshava periods are without any trend (Q
= 0). The other periods usually have statistically not significant trends. The only
exceptions are the SP station where the >6-day events have significant negative
trend (H: = 4) with Sen’s slope of -0.08 events per year and the NS station where

the 4-day episodes are also declining with 99.9 % statistical confidence.

453 Comparison between Koshava trends and trends of westerly and

northwesterly winds

After Koshava, westerly and northwesterly (W&NW) winds are the most
dominant wind directions over Serbia (see Table 4.2). It is interesting therefore to
investigate potential similarities and/or contrasts between the Koshava and
W&NW winds. Note that northwesterly winds are here represented with WNW
and NW directions; thus the W&NW are winds coming in from W, NW and
WNW directions.

From the climatologically point of view (Table 4.2 and Table 4.4), the W&NW
winds are most frequent in NS during the summer (35.5 %) and least frequent in

VR in the fall season (11.6 %). These westerlies are more common in VG than in
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BG and SP, although the difference between VG and BG is not that pronounced.
This observation is most probably caused by the orography and the location of
these weather stations in respect to the orography. Namely, the BG and VG
stations are at similar latitudes and both are exposed to the westerlies; BG station
directly exposed whereas the VG station through the Danube River basin (see
Figure 1.1). The SP station is located in central Serbia and is somewhat sheltered
from westerlies by Suvobor, Kosmaj and Rudnik mountains. Therefore, the
W&NW winds at SP are not as common as at BG and VG. This orography
hypothesis is additionally supported by the observation that the WNW and NW
directions at the VG station are more common than W (because of the Danube
River channeling), whereas W and WNW are the most common wind directions
in BG than NW (see also Section 5.4 for further discussion on the orography
hypothesis). The dominance of Koshava in VR attenuates the W&NW winds. On
an annual basis, the frequency of occurrence of W&NW winds in BG, NS, SP, VG
and VR is 24.6 %, 30.5 %, 21.9 %, 26.7 % and 13.6 %, respectively. The strongest
W&NW winds blow in NS, SP (especially at 14:00) and VR with the mean annual
wind speeds of 3 m s, followed by the BG and VG stations where the mean
annual W&NW speeds are found to be 2.5 and 2.3 m s, respectively (Figure 4.7).
On a seasonal basis, the strongest W&NW winds occur in NS in summer (3.5 m
s1). Comparing Figure 4.7 to Figure 4.2 and inspecting Table 4.4, it can be
concluded that on average Koshava is stronger than the W&NW winds. The
W&NW winds peak in the summer season when Koshava is the least frequent.
Milosavljevi¢ (1950a) and Unkasevi¢ (1994) noticed similar seasonality of winds

over BG. The present study expands these findings to the whole KR.

The trend analysis of the W&NW winds is given in Table 4.9. It can be seen that

the westerlies are either pronouncedly decreasing (BG, SP and VR) or possess
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very weak and statistically not significant trend (NS and VG). The strongest
negative trend is observed at the VR station (Z = -4.79). The only positive trend
is recorded at the VG station (Q = 0.002 m s year), but it is not statistically

significant even at a = 0.1 (i.e. the 90 % confidence level).

Wiy [m/s]

oy [m/s]
Yom [m/s]

Figure 4.7. The mean annual speed of W&NW winds for the three
measurement terms (07:00, 14:00, 21:00) and DM values. Weather stations:
blue - BG; red - NS; green - SP; yellow - VG; black - VR.

A comparison of Koshava trends in Table 4.5 (all speeds and DM values) against
the N&NW trends presented in Table 4.9 reviles that Koshava’'s weakening is
more distinct then the observed long-term attenuation of the westerlies. The only
exception of this rule is the SP station where N&NW winds were declining more

rapidly than Koshava.
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Table 4.9. Trend analysis of the mean annual speed of W&NW winds (DM
values) in the period 1949-2010: Mann-Kandall test statistic, Z, significance of the
trend, H1, Sen’s slope, Q (m s year), and offset of the linear trend line, B (m s-

1)'

Station Z Hi Q B
BG -3.61 4 -0.009 2.75
NS -1.28 0 -0.003 2.79
SP -6.66 4 -0.026 3.64
VG 0.80 0 0.002 2.07
VR -4.79 4 -0.015 3.33

Sen’s slopes for the Koshava speeds at the BG, NS and VR stations are 5.7, 2.3 and
2.3 times larger than the corresponding values of the W&NW wind. The trends

at the VG station have opposite sign - negative for Koshava and weak positive

for the N&NW winds.

It can be concluded from the previous discussion that the overall negative trend
of the Koshava wind is not an isolated case. The second most dominant wind
direction over Serbia (the W&NW winds) also experienced an overall decline of

wind speeds in the analyzed 62-year period.

4.6 Causes of Koshava trends

4.6.1 Large-scale circulation changes

Changes in the synoptic circulation patterns might be one of the factors causing
the observed Koshava trends. In order to investigate this, zonal and meridional
components of the total wind at 500 hPa and 850 hPa pressure levels were
obtained from the NCEP/NCAR reanalysis data set (Kalnay et al., 1996). The
analysis has been only performed for dates when Koshava was recorded at the

five surface stations listed in Table 4.1. This way, large-scale circulation patterns
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typical for Koshava wind were isolated. Additionally, to obtain the average
annual values, data were spatially averaged over the KR (from LON 20°E to LON
23°E and from LAT 44°N to LAT 44.5°N) and time averaged afterwards. The
results are depicted in Figure 4.8. The meridional component at 500 hPa level
shows a negative trend of -0.015 m s year-!, while the zonal component has a
fairly small positive trend of 0.007 m s year!l. Koshava is a shallow wind that
usually blows within the lowest 2000 m of the troposphere (Vukmirovi¢, 1985b;
Unkasevi¢ et al., 1999). The analysis of the wind components at 850 hPa level
(approximately 1500 m a.g.) would, therefore, be more meaningful. It was found
that the both wind components at the 850 hPa level have experienced the same
decline of velocity (Q = -0.012 m s year). The attenuation of the total wind in

the 1949-2010 period was 1.05 m s (Q =-0.017 m s year).

The negative trend of the synoptic winds at 850 hPa is around 57 % of the
observed average attenuation of the K5 winds (-0.030 m s year?). This
percentage is even higher, 68 %, after the small Koshava wind speeds are
considered. This indicates that the declining trends of the Koshava’s speed are
largely caused by the slowdown of circulations that have larger spatial scales

than the Koshava wind.

A decrease in the frequency of occurrence as well as the strength of the Siberian
high and West-MCs can be attributed to this negative trend of the synoptic winds
and therefore partially to the negative trend of the surface Koshava winds. As
mentioned earlier in Section 4.1, the weakening of the Siberian high (-2.5 hPa
decade) in the period of 1978-2001 was reported by Panagiotopoulos et al. (2002).
Similar negative trends of the Siberian high were also observed by D’"Arrigo et al.

(2005), Jeong et al. (2011) and Mokhov and Khon (2005). These changes in the
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Siberian high intensity influenced many meteorological variables outside of the

Siberian high region (Thompson and Green, 2004; Chernokulsky et al., 2013;
Hasanean et al., 2013).
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Figure 4.8. Changes of zonal (left panels) and meridional (right panels) wind
components at 850 hPa (upper panels) and 500 hPa (lower panels) in the KR
from 1949 to 2010. The black line is Sen’s slope, the red dashed lines are
trends at the 95 % confidence intervals. Data source is NCEP/NCAR
reanalysis 1 dataset (Kalnay et al., 1996).

The other pressure systems that drive the Koshava wind, the MCs, have also
experienced negative trends in both strength and activity during the last century
(Trigo et al., 2000; Maheras et al., 2001; Flocas et al., 2010; Nissen et al., 2010; Nissen
et al., 2013). Therefore, it can be concluded that the weakening of these two

pressure systems over the course of the last several decades attenuated the zonal

pressu