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Rezime

Tema istrazivanja ove disertacije su igre tipa Mejker—Brejker u kojima
uCestvuju dva igraca, Mejker i Brejker, koji naizmjeni¢no uzimaju slo-
bodne grane/¢vorove datog grafa. Bavimo se Voker—Brejker igrama koje
se igraju na skupu grana grafa K,. Voker, u ulozi Mejkera, je ogranicen
da uzima svoje grane kao da se Seta kroz graf, dok Brejker moze da uzme
bilo koju slobodnu granu grafa. Fokus je na dvije standardne igre - igri
povezanosti, gdje Voker ima za cilj da napravi pokrivajuée stablo grafa K,
i igri Hamiltonove konture, gdje Voker ima za cilj da napravi Hamiltonovu
konturu. Brejker pobjeduje ako sprije¢i Vokera u ostvarenju njegovog cilja.
Pokazac¢emo da Voker sa biasom 2 moze da pobijedi u obje igre ¢ak i ako
igra protiv Brejkera ¢iji je bias b reda n/Inn. Potom razmatramo (1 : 1)
VokerMejker—VokerBrejker igre na K,, gdje oba igraca, i Mejker i Brej-
ker, moraju da biraju grane koje su dio Setnje u njihovom grafu s ciljem
odredivanja brze pobjednice strategije VokerMejkera u igri povezanosti i
igri Hamiltonove konture. Kona¢no, istrazujemo Mejker—Brejker igre to-
talne dominacije koje se igraju na skupu ¢vorova datog grafa. Dva igraca,
Dominator i Stoler naizmjeni¢no uzimaju slobodne ¢vorove datog grafa.
Stoler je Mejker i pobjeduje ako uspije da uzme sve susjede nekog ¢vora.
Dominator je Brejker i pobjeduje ako ¢vorovi koje uzme dok kraja igre
formiraju skup totalne dominacije. Za odredene klase povezanih kubnih
grafova reda n > 6, dajemo karakterizaciju onih grafova na kojima Domi-
nator pobjeduje i onih na kojima Stoler pobjeduje.



Abstract

The topic of this thesis are different variants of Maker—Breaker positional
game, where two players Maker and Breaker alternatively take turns
in claiming unclaimed edges/vertices of a given graph. We consider
Walker—Breaker game, played on the edge set of the graph K,. Walker,
playing the role of Maker is restricted to claim her edges according to a
walk, while Breaker can claim any unclaimed edge per move. The focus
is on two standard games - the Connectivity game, where Walker has
the goal to build a spanning tree on K,, and the Hamilton Cycle game,
where Walker has the goal to build a Hamilton cycle on K,,. We show
that Walker with bias 2 can win both games even when playing against
Breaker whose bias b is of the order of magnitude n/Inn. Next, we
consider (1 : 1) WalkerMaker—WalkerBreaker game on F(K,,), where both
Maker and Breaker are walkers and we are interested in seeing how fast
WalkerMaker can build spanning tree and Hamilton cycle.

Finally, we study Maker—Breaker total domination game played on
the vertex set of a given graph. Two players, Dominator and Staller,
alternately take turns in claiming unclaimed vertices of the graph. Staller
is Maker and wins if she can claim an open neighbourhood of a vertex.
Dominator is Breaker and wins if he manages to claim a total dominating
set of a graph. For certain connected cubic graphs on n > 6 vertices, we
give the characterization of those graphs which are Dominator’s win and
those which are Staller’s win.
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Preface

We study different kinds of Maker—Breaker positional games. The theory
of positional games is a relatively young field of combinatorics whose task is
to develop a broad mathematical framework for different games of perfect
information played by two players alternately. The positional game is
described through the board of the game (finite set X), the family of
winning set (F C 2%) and the winning condition. In the Maker-Breaker
games players have opposite goals. Maker wins if she can claim all elements
of some winning set. Breaker wins if he manages to claim at least one
element from each winning set. No draw is possible.

The first game we consider is the so-called Walker—Breaker game, a
variant of Maker—Breaker game, recently introduced by Espig, Frieze,
Krivelevich, and Pegden [45]. The game is played by two players Walker
(playing the role of Maker) and Breaker who alternately choose unclaimed
edges of the graph K,. Breaker can claim any unclaimed edge from
the graph while Walker is restricted to claim her edges according to a
walk, that is, an edge claimed by her must be incident with the vertex
in which she has finished her previous move. We are interested in (2 : b)
Walker—Breaker games where Walker claims two edges per move and
Breaker claims b edges per move. The focus is on two standard and
well-known games: the Connectivity game — where the winning sets are
spanning trees of K, and the Hamilton Cycle game — where the winning
sets are all Hamilton cycles of K,. We are curious to see what is the
largest value of b for which Walker can build a spanning tree and Hamilton
cycle thus answering the question of Clemens and Tran [34].

Next, we investigate a question of Espig et al. [45] — what happens
if Breaker is also a walker, and consider unbiased WalkerMaker—

iii



WalkerBreaker Connectivity game and Hamilton Cycle game with a goal
of determining how fast WalkerMaker can build corresponding spanning
structure.

Finally, we consider Maker—Breaker total domination game, introduced by
Gledel, Henning, Irsi¢, and Klavzar [59]. In this game, players alternate
in claiming unclaimed vertices of a given graph. The players are called
Staller and Dominator, according to the roles they have in the game.
Winning sets are open neighbourhoods of all vertices in a given graph.
Staller is Maker and wins if she manages to isolate a vertex from the
graph, i.e. to claim all the vertices in its open neighbourhood. On the
other hand, Dominator is Breaker and wins if the vertices he claimed
during the game form a total dominating set. Being that this type of game
is an easy Dominator’s win on the complete graphs, it is interesting to
play the game on some given graphs that are not complete. As suggested
by Gledel et al. [59] we focus on the characterization of the connected
cubic graphs (i.e. graphs whose all vertices have degree three) on which
the Dominator wins and those graphs on which Staller wins.

The thesis is organized in the following way.

In Chapter 1 we introduce positional games and give an overview
of Maker—Breaker games. We introduce some basic concepts and give the
terminology used throughout the thesis.

In Chapter 2 we state the main results and theorems that will be
proven in this thesis.

In Chapter 3 we study (2 : b)) Walker—Breaker games and we prove that

the maximum value of the parameter b that allows Walker to win the

Connectivity and Hamilton Cycle game is of order *-.

The results of this chapter are submitted for publication as:

e J. Forcan and M. Mikalacki, Spanning structures in Walker—Breaker
game [53].

In Chapter 4 we study the fast winning strategies of WalkerMaker in the

iv



unbiased WalkerMaker—WalkerBreaker games.

The results of this chapter are published as:

e J. Forcan and M. Mikalacki, On the WalkerMaker—WalkerBreaker
games, Discrete Applied Mathematics, (2020) [55].

In Chapter 5 we consider Maker-Breaker total domination game on
connected cubic graphs.

The results of this chapter are submitted for publication as:

e J. Forcan and M. Mikalacki, Maker—Breaker total domination game
on cubic graphs [54].

Novi Sad, 2021. Jovana Forcan



Chapter 1

Introduction

Some of the most interesting mathematical problems involve combinatorial
games. The Combinatorial Game Theory studies strategies of two-player
games of perfect information and no chance moves. The development of
modern Combinatorial Game Theory can be attributed to two publica-
tions: “On Numbers and Games” [35] by Conway from 1976 and “Winning
Ways for Your Mathematical Plays” [19] by Berlekamp, Conway, and Guy
originally published in 1982.

The branch of combinatorial games, not covered by Conway’s theory is the
theory of positional games. The theory of positional games relies on the
combinatorial arguments of various kinds and it is deeply connected with
Ramsey’s theory, Extreme Graph Theory and Probability Theory. These
games include popular Tic-Tac-Toe and Hex games, but also the abstract
games played on graphs and hypergraphs. The pioneering results for the
beginning of the study of the theory of positional games are Hales-Jewett
theorem [64] which is considered as the fundamental result in Ramsey the-
ory and Erddgs-Selfridge Criterion [44] which uses potential functions to
analyse the games providing the first derandomization argument which is
a central concept in the theory of algorithms.

The further development of the theory of position games is made by Jézsef
Beck whose monograph [9] covers many aspects of positional games and
where the author shows “how to escape from the combinatorial chaos via
the fake probabilistic method, a game-theoretic adaptation of the proba-
bilistic method in combinatorics”, [9]. The recent monograph [67] of Hefetz,

1



CHAPTER 1. INTRODUCTION

Krivelevich, Stojakovié¢ and Szabé also provides a thorough introduction
to the theory of positional games and presents recent developments in this
field.

Positional game is a hypergraph (X, F), where X is a set, usually finite,
and F C 2%. The game is played by two players who alternately claim un-
occupied elements of a set X until all elements are claimed. Set X is called
the board of the game and F — the family of winning sets. Two additional
parameters configure in the game: positive integers a and b which define
the bias of the game. In the biased (a : b) game, the first player claims a
elements per move and the second player claims b elements per move. If
a = b =1, the game is called unbiased. The winning condition is usually
defined in one of the following three ways:

e Under the strong win convention, the winner is the first player to
occupy all the elements of some set F' € F. If the board X is
exhausted and none of the players has won, the game is a draw.

e In the weak (or Maker—Breaker) convention, the goals of the players
are opposite: one player (Maker) has a goal to occupy a winning set,
while the other player (Breaker) tries to prevent her. Maker wins
if she manages to claim all elements from some F' € F. Otherwise,
Breaker wins. Draws are impossible.

e In Awvoider—Enforces convention, which is the misére version of the
Maker—Breaker convention, one player (Avoider) tries to avoid occu-
pying a winning set, while the other (Enforcer) tries to force her to
do so.

The two largest classes into which the positional games can be divided are
strong games and weak games. An example of a well-known strong game
is Tic-Tac-Toe (Noughts and Crosses) which is played on 3 x 3 grid square.
The board X consists of nine elements, and the family F consists of eight
winning sets (all rows, columns, and diagonals of the grid are included).

The first thing that comes to mind when analysing deterministic games
is to use a brute force computer search. In case of Tic-Tac-Toe it can be
applied, but in general this is not an option as there are too many cases and
possibilities to consider and analyse. Thus, in practice, this is not feasible
in a reasonable time for any computer. So, when analysing these games,

2



it would be useful to have some general tools. The following argument for
strong games confirms and proves that being the first player is always an
advantage.

Theorem 1.1. (Strategy stealing argument, [9]) In the strong positional
game (X, F), the first player can ensure at least a draw.

Proof. Indeed, if the second player (Player II) would have a winning strat-
egy (a book of instructions telling him how to answer each move), the
basic idea is to see what happens if the first player (Player I) steals that
winning strategy from Player II. Player I plays her first move arbitrarily
and from now on she ignores it. Then, after the first move of Player II,
Player I imagines that she is the second player and uses stolen strategy
against her opponent. If, at some point in the game, Player I needs to
claim the element she has already claimed in her first move, then she plays
arbitrarily. It is important to observe that playing an extra move can not
harm a player. So, by playing according to the stolen strategy, Player I
will win before her opponent. A contradiction. O

So, if the game is played optimally by both players, then there are two
possible outcomes of the strong game: the first player’s win, and a draw.
For certain games, Ramsey type argument can be used to prove that draw
is not possible, and therefore in these games, the first player is a winner.
The argument asserts that if a hypergraph F is non-2-colorable, then the
first player has a winning strategy in the strong game over F. Indeed,
if every two-coloring of elements of X (where colors represent players’
moves) gives a monochromatic winning set, the draw is not an option. So,
by strategy stealing argument, the first player wins.

The strategy stealing argument and Ramsey type argument are currently
the only general tools for strong positional games. Although these tools
are very powerful, they tell us nothing about how a winning strategy for
the first player should look like. An explicit winning strategy is known for
a few natural strong games played on the edge set of a given graph, such
as Perfect Matching, Hamilton Cycle [47] and k-vertex connectivity game
[48].

The strong games are very difficult to analyse. The reason is in the fact
that they are not hypergraph monotone, which means that adding another
edge to the game hypergraph can change the outcome of the game (see

3



CHAPTER 1. INTRODUCTION

[10]). Given it is very difficult to analyse strong games, and yet the second
player can hope for a draw only, the weak games are introduced.

1.1 Maker—Breaker games

Maker—Breaker games, played by two players, Maker and Breaker, can
be considered as the relaxation of strong games, and sometimes they are
called the weak games. If Maker has a winning strategy in the game over
the hypergraph F, then F is called Maker’s win, otherwise, F is called
Breaker’s win. Maker’s win is also called Weak Win. This is because the
first player in the corresponding strong game cannot always apply the
Maker’s winning strategy to ensure winning. Maker, unlike the first player
in the corresponding strong game, needs to occupy a winning set to win,
but not necessarily first. Breaker’s winning strategy is called Strong Draw
since the second player can use Breaker’s winning strategy to ensure his
draw in the corresponding strong game, [§].

An example of Maker—Breaker game is the popular Hex game. The game
is played on a rhombus of hexagons of size n x n (traditionally it is played
on 11 x 11 board). Maker is assigned a pair of opposite sides of red color
and Breaker is assigned a pair of opposite sides of blue color. Each player’s
goal is to connect the opposite sides of the board by coloring, in each
move, one of the uncolored hexagons in his/her own color. By looking
at the description, it may seem that Hex belongs to the class of strong
games. However, Hex is not a strong game because players’ winning sets
are different. The Hex Theorem of J. Nash [57] stating that all red/blue
colorings of the hex board must result in a path connecting opposite sides
of the rhombus makes the traditional game of Hex a Maker—Breaker game.
So, in the Maker—Breaker setup, the winning sets are all paths between
two opposite red sides of the board. Maker wins if by the end of the game
she owns one of these paths. Breaker wins if he blocks connecting red
sides by building his own path between the blue sides.

In the default setup of the Maker—Breaker game, Maker is the first
player. When providing a winning strategy for Maker in some games, that
strategy should work for every possible scenario, even if Breaker plays
first. Since being the first player in Maker—Breaker games is always an



1.1. MAKER-BREAKER GAMES

advantage, then if Maker can win as the second player in a game, she can
also win as the first player in the same game [67]. Indeed, if Maker has
a winning strategy S as the second player in (X, F) game she can adapt
it as a winning strategy in the same game when she is the first player.
She can play her first move arbitrarily and then she can pretend that she
is the second player and apply strategy S. If at some point of the game
strategy S tells Maker to play the move which she already played as her
first move, she takes another arbitrary element from X. By induction, it
can be proven that at any point after Maker’s first move, Maker’s set of
claimed elements contains those played according to the strategy S plus
exactly one extra move.

The same is true for Breaker, that is, if he has a winning strategy in the
game over F as the second player then he has a winning strategy in the
same game as the first player.

The following remarkable result gives a simple and useful criterion that
guarantees Breaker’s winning strategy on a hypergraph F.

Theorem 1.2. (Erdds-Selfridge Criterion, [{4)]) Let F be a hypergraph.
Then,
1
Z 2~ 14l < 5 = F 1s Breaker’s win.
AeF

If Breaker is the first player, then ) 4 r 27141 < 1 is enough to ensure his
win.

The theorem gives a condition that is not hard to check and when
it is satisfied it provides an efficient algorithm for Breaker’s win. If the
game-hypergraph is k-uniform (i.e. all winning sets are of order k), then
by Erdds-Selfridge theorem Breaker wins if |F| < 2F~!. The potential-
based strategies play a key role in determining the breaking points for
many games, (see [7]).

A general criterion for Maker’s win is given by Beck [9].

Theorem 1.3. [J] Let (X, F) be a positional game. Let Ao(F) denote the
maz-pair degree of F, that is max{|{A € F : {u,v} C A} :u,v € X}. If

_ 1
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then Maker has a winning strategy in (1 : 1) game (X, F).

It is very common to play Maker—Breaker games on the edges of a
graph G = (V, F) with |V| = n. In this case, the board of the game is
E(G) and the winning sets are all edge sets of subgraphs of G which
possess some given graph property. The well-studied positional games
played on a given graph G with n vertices are the Perfect Matching game
M,, — the winning sets are all sets containing |n/2] independent edges
of G, the Connectivity game C, — the wining sets are all spanning trees
of G, the Hamilton Cycle game H, — the winning sets are edges of all
Hamilton cycles of G, the min-degree-c game Dj, — the winning sets are
the subgraphs of G of positive minimum degree ¢ and k-vertex connectivity
game Cfi - the winning sets are all spanning k-vertex connected subgraphs

of G.

Usually Maker—Breaker games are played on the complete graph K,
i.e. when X = F(K,). Lehman [88] showed that in the (1 : 1) Connectivity
game on F(K,) Maker can build a spanning tree in exactly n — 1 moves,
which is clearly, the fastest possible. The research on the Hamilton Cycle
game has a long history. First, Chvétal and Erdgs in [27] proved that
Maker can win in Hamilton Cycle game on K, for large enough n. Later
in [94] Papaioannou proved that Maker wins the game for all n > 600.
In the same paper, he conjectured that the smallest n for which Maker
can win is 8. Hefetz and Stich [77] further improved the bound of 600 by
showing that Maker wins for all n > 29. Finally, in [103] Stojakovi¢ and
Trkulja proved that no matter of who starts the game, Maker can win the
game if and only if n > 8 and resolved the long-standing conjecture of
Papaioannou from [94].

In the Maker-Breaker games in which it is not hard to determine the
identity of the winner, a more interesting question to ask is how fast can the
winner win the game. This was first studied by Hefetz et al. in [72], and for
the Hamilton Cycle game, they showed that the minimum number of moves
needed for Maker to win, denoted by 7(Hy,), is n+1 < 7(H,) < n+ 2, for
sufficiently large n. Hefetz and Stich in [77] proved that 7(H,) = n + 1,
which is optimal.

Fast winning strategies are also studied for other unbiased games on K.
For example, Maker can build a perfect matching on E(K,) in n/2 + 1
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moves for even n, and in n/2 moves for odd n [72]. From these results, it
was not hard to obtain that in min-degree-1 game Maker wins in [n/2|+1
moves [72]. One more example in which Maker can win fast, within n + 1
moves, is the T-game, where T is a given spanning tree with the bounded
maximum degree, studied by Clemens et al. in [29).
Determining how fast Maker can win and how to win fast is important
for studying other positional games. Sometimes the winning strategy of a
player requires that the player builds some structure fast before proceeding
to some other task. Fast winning strategies of Maker turned out to be very
useful for the analysis of strong positional games, (see [33, [47, [48]).

Since many unbiased Maker—Breaker games on K, are in favor of
Maker, it is natural to give Breaker more power. One way to do this
is to allow him to claim b > 1 edges per move.

1.1.1 Biased Maker—Breaker games

Motivated by the easy win of Maker, Chvatal and Erdds in [27] introduced
and studied (1 : b) Maker—Breaker games where Breaker is allowed to
claim more that one edge per move. They noted that (1 : b) Maker—
Breaker games are biased monotone. This means that if Breaker wins in
some (1 : b) Maker—Breaker game (X, F), then he also wins (1 : b+ 1)
game (X, F). Therefore, there exists a unique positive integer br, called
the threshold bias of (X, F), such that the (1 : b) game (X, F) is a Maker’s
win if and only if b < br where F # () and min{|A|: A € F} > 2.

Two general criteria for biased Maker—Breaker games

The biased version of the Erdés-Selfridge Theorem due to Beck [B] gives
general criteria for Breaker’s win.

Theorem 1.4. (Generalized Erdds-Selfridge criterion, [3]) If

()M <

AeF 1+

then Breaker has a winning strategy in the (a : b) Maker—Breaker game
(X, F) as the second player. If Breaker is the first player then Y 4o (1 +
b)~14/e < 1 is enough to ensure his win.
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The sufficient condition for Maker’s win in biased games is also given
by Beck in [5].

Theorem 1.5. (Maker’s winning condition, [3]) If

a -4l a2b?
() i

AeF

then Maker (as the first player) has a winning strategy in the (a : b) game
(X, F), where Ag(F) = max{|[{A € F: {u,v} C A}| : u,v € X,u # v}.

The threshold bias for some Maker—Breaker games

In the (1 : b) Maker—Breaker game the main goal is to determine the
threshold bias of the game, especially for the natural games such as the
Connectivity game, the Hamilton Cycle game, etc. To guess the thresh-
old bias, Erdés suggested the heuristic approach which has become known
as the “probabilistic intuition” or the “Erd&és Paradigm”. According to
the paradigm, the threshold bias in (1 : b) Maker—Breaker game (X, F)
in which both players Maker and Breaker play according to their opti-
mal strategy should be approximately the same as in the corresponding
game where both players play randomly. So, if both players play ran-
domly on (E(K,),F), then Maker’s graph M is distributed according to
the well-known random graph model G(n,m) where m ~ 2(27;). Acco-
rding to the probabilistic intuition Maker wins the game asymptotically
almost surely if M contains some winning set. Otherwise, Breaker wins.
To estimate the threshold bias b we should look at the threshold m for
which the corresponding combinatorial property starts appearing almost
surely in G(n,m). For example, RandomMaker wins in the Connectivity
game almost surely if and only if m > (1/2 + o(1))nlnn, so the thresh-
old bias of RandomBreaker’s win in the random game is almost surely
(1/2+ o(1))nlnn, [43)].

In [79], Koml6s and Szemerédi proved that if m = §(logn + loglogn +
w(n)), then G(n,m) is almost surely Hamiltonian and it is known that
if m = F(logn + loglogn — w(n)), then G(n,m) almost surely non-
Hamiltonian. This means that the threshold bias for the Hamilton Cycle
game should be of order n/logn.
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Maker’s random graph can be also modeled by Erdds-Rényi random
graph G(n,p) (a graph on n vertices where each edge of K, is included
independently with probability p) with p = 1/(b + 1). One of the
indicators that probabilistic intuition predicts the outcome of a game well
is to show that the threshold bias in the (1 : b) game (E(K,), F) is equal
the reciprocal of the threshold probability for Maker’s win in the game on
G(n,p) with winning sets F.

The threshold bias for (1 : b) Maker—Breaker games is studied in
many papers. In [27], Chvatal and Erd&s conjectured that the threshold
bias of the (1 : b) Connectivity game is of order n/Ilnn. In the same
paper they showed that the threshold bias is between (1/4 —e)n/Inn and
(1+¢e)n/Inn for any € > 0. To prove the upper bound they provided
Breaker with a strategy to isolate a vertex from Maker’s graph. After
building a large clique that does not contain any Maker’s edge, Breaker’s
goal is to claim all the remaining edges incident to some vertex of this
clique. A slightly better lower bound is proved latter by Beck [5] who
improved a constant factor to log2. In his proof Beck applied the biased
version of the Erdés—Selfridge Theorem and building via blocking technique
by which Maker instead of trying to build a spanning tree, blocks every cut.

Regarding Hamilton Cycle game, Chvétal and Erdés in [27] proved
that there is a function b(n) such that for sufficiently large n Maker wins
the (1 : b(n)) game H, on E(K,) if b(n) > 1. They conjectured that
Maker can win if b(n) — oo as n — oo. This is verified by Bollobds and
Papaioannou [20], who proved that Maker can build a Hamilton cycle
even if Breaker’s bias is as large as O ( Inn ) In [6], Beck gave the explicit

Inlnn

winning strategy for Maker in the (1 : b) Hamilton Cycle game where

b < (13% — 0(1)) bZn for large enough n. In this way, he established that
the order of magnitude of the threshold bias in the Hamilton Cycle game
is n/logn, supporting probabilistic intuition. Beck’s result was improved
by Krivelevich and Szabé in [84], who showed that the threshold bias for

the Hamilton Cycle game is at least (In2 — o(1))n/Inn.

For a long time, the asymptotic determination of the threshold bias
for the Connectivity and Hamilton Cycle game was the open problem. It
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is stated in [84] that the main reason for that is “the inability of current
techniques to deal with the min-degree-1 game”, that is to determine the
smallest bias of Breaker for which he can isolate a vertex in Maker’s graph.
This obstacle has finally been overcome in [58|, where Gebauer and Szabé
showed that the threshold bias for the Connectivity game and min-degree-c
game K, is asymptotically equal to n/Inn. These two results both support
probabilistic intuition. Next, in [8I] Krivelevich proved that the threshold
bias for the Hamilton Cycle game is asymptotically equal to n/Inn as well
and resolved the long-standing conjecture.

Doubly biased Maker—Breaker games

For many biased (a : b) Maker—Breaker games played on E(K,) the iden-
tity of the winner is known for @ = 1 and almost all values of b. Unlike the
(1 : b) games, the (a : b) games, where a > 1, are less studied, but they
are also very important. There are examples of games where just a slight
change in bias can change the outcome of the game. One such example is
the diameter-2 game, where the board of the game is E(K},) and the win-
ning sets are all subgraphs of K, with the diameter at most 2. It is shown
that this game is a Breaker’s win for a = b = 1, [3]. Increasing biases by
one, the situation changes. When the game is played in the (2 : 2) setup,
Maker is a winner, as it is shown in [3]. Maker-Breaker games, in which
biases of Maker and Breaker are, both, larger than one, are often referred
to as the doubly biased games. Similarly as for the (1 : b) Maker—Breaker
games, the generalized threshold bias for the (a : b) games (X, F) where
a > 1, denoted by br(a), is the unique positive integer such that the (a : b)
game (X, F) is Maker’s win if and only if b < br(a). In |76, 89 the gener-
alized threshold bias for the Connectivity game and Hamilton Cycle game
is estimated for every a. Further examples of the (a : b) games, where
a > 1, can be found in [3], 9].

Winning fast in biased Maker—Breaker games on K,

The concept of biased games on K, and fast winning strategies is combined
in several papers. In [49], Ferber et al. considered T-game and proved that
Maker can win within n + o(n) moves. How fast Maker can win in the
(1:b) Perfect Matching game and Hamilton Cycle game played on E(K,,)

10
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is studied by Mikalacki and Stojakovié¢ in [90]. They showed that the
shortest duration of the (1 : b) Maker—Breaker Perfect matching game is
between 2 + 2 and 2 + O(blnn) moves for b < 103#71 where § > 0 is

a small constant, while the shortest duration of Hamilton Cycle game is
between 1 + & and n + O(b? In® n) moves for b < §, /5, where § > 0 is
a small constant.

Fast winning strategies in the biased (a : a) games on K,, are studied by
Clemens and Mikalacki in [33].

1.1.2 The variants of Maker—Breaker games
Maker—Breaker games on random boards

Another approach proposed to compensate the advantage of Maker in
the unbiased games is to reduce the number of winning sets by making
the base graph sparser and play on the random board, introduced by
Stojakovi¢ and Szabé in [I02]. Given a positional game (X,F) and
probability p, the game on the random board (X,,F,) is a probability
space of games where X, is obtained from X by removing elements
independently with probability 1 —p and F, = {4 € F,: A C X,,}.

By decreasing p it gets harder for Maker to win, as “being a Maker’s win
in 77 is an increasing graph property [I0I]. So, it makes sense to search
for the threshold probability pr for the family of the games {F,, : n € N},
which can be defined as the probability for which an almost sure Breaker’s
win turns into an almost sure Maker’s win, [66].

For the Connectivity and Perfect Matching game, Stojakovi¢ and Szabd
proved in [102] that the threshold probability is equal to lo%. For the
Hamilton Cycle game, it was shown in [I02] that the threshold probability
is between 10% and 187 and it was conjectured there that it is @(10%)
which is verified in [I00]. Using a different approach, in [70] Hefetz et al.
proved that property of Maker’s winning in the Hamilton Cycle game has
a sharp threshold at (14 o(1)) logn/n.

The unbiased H-game on the random boards, where Maker has a goal
to claim all the edges of a copy of a fixed graph H, is considered in
[01, O3, M02]. The threshold probability for the case when H is K,
where k > 4, is determined by Miiller and Stojakovi¢ in [91] to be
pK, = © (n_Q/(kH)). They gave the lower bound that matches the upper

11
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bound on the threshold probability given in [T02].

It is interesting to notice that the threshold probability for Maker’s
win in the unbiased Kji-game, k > 4, played on the random board has
the same order of magnitude as the inverse of the threshold bias in the
corresponding (1 : b) game played on E(K,). The threshold bias for this
game is determined by Bednarska and Luczak in [II]. This reciprocal
connection between the threshold probability and threshold bias is found
for the first time in [I02] for the Perfect Matching and Connectivity game,
but it is discovered that the connection does not hold for the Ks3-game,
since it is obtained px, = n /% in [102], while the threshold bias is
b, = ©(n'/?), as it is shown in [27]. The hitting time version of this
result, which provided a better understanding of the game, is given in [91]
where the authors proved that Maker wins the Kj3-game asymptotically
almost surely in the moment of appearance of K5 — e, and that typically
happens at p = n=%/9.

Considering the relationship between the three thresholds: the threshold
bias in the (1 : b) game E((K,),F), the threshold probability for Maker’s
win in the (1 : 1) game on G(n,p), and the threshold probability for
appearance of combinatiorial property in the (1 : b) game on G(n,p),
the following is known. For the Connectivity and Hamilton Cycle game
the total agreement is achieved between these three thresholds. For the
Kj-game, for k > 4, the agreement is achieved between px, and by,

as it holds px, = nik%l = 1/bk,, while the threshold probability for

2
appearance of Ky in G(n,p) is n~ #~1. For K3-game all three parameters
are different: they are n'/2, n=5/9 and n=!, respectively.

In [32], Clemens and Mikalacki studied Tj-tournament game where
Maker has a goal to create a copy of a given tournament T}, (i.e. complete
graph on k vertices where each edge has an orientation) by the end of
the game. It is shown in [32] that the threshold probability for winning

in unbiased Tj-tournament game on the random graph G(n,p) is n_k%l
for k > 4, and that the threshold bias in the (1 : b) game on E(K,) is

G)(nk%l) for K > 3. The results support the probabilistic intuition for
k-clique game, k > 4, no matter whether it is required to orient the edges
or not. The authors in [32] also proved that for acyclic tournament T3
the threshold probability is n=5/9 as well as in the K3-game, while for the

12
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cyclic tournament T3 the threshold probability is n~15 which is closer to
the 1/ bic, -

For the general undirected graph H, different from a triangle or a tree,

Nenadov, Steger and Stojakovi¢ in [93] showed that the threshold for the
H-game is determined by the maximum 2-density of the graph H, which
corresponds to the reciprocal order of the threshold bias by that is found
by Bednarska and Luczak in [II]. The lower bound for the threshold
probability for this game can be obtained almost directly from the general
Ramsey-type result of Rodl and Ruciriski [98] and the strategy stealing
argument.
In [102] the authors were interested to find the smallest bias b such
that Breaker can win the (1 : b%) game (X, F,) almost surely. For the
Connectivity game C, and Perfect Matching game M, they obtained
bp = O(pbc,) and b, = O(pbr,) for p > Cl% and p > Cgﬁ,
respectively, for some constants C; and Cy. They conjectured that the
Hamilton Cycle game behaves in the same way as the Connectivity
game and the Perfect Matching game. Ferber et al. in [46] resolved
the conjecture by proving the stronger statement which says that for
p = w(Inn/n), random graph G ~ G(n,p) is typically such that -2 is the
asymptotic threshold bias for the games M, H, and ij.

Fast winning strategies of various Maker—Breaker games played on the
edge set of a random graph were studied in [30]. Clemens et al. in [30]
proved that for p = %, where K > 100, the graph G ~ G(n,p) is is
typically such that Maker can win games M,,, H,, and Cﬁ asymptotically
as fast as possible, i.e. within n/2 + o(n), n + o(n), and kn/2 + o(n)
moves, respectively.

Hitting time results for various Maker—Breaker games are established
in [16] where Ben-Shimon et al. showed that with high probability, Maker
wins the Hamilton Cycle game, k-vertex connectivity game, and Perfect
Matching game exactly at the time the random graph process first reaches
minimum degree 4, 2k and 2, respectively.

13
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Random versions of Maker—Breaker games

It turns out that Erdds Paradigm holds for many Maker—Breaker games.
Therefore, Krivelevich and Kronenberg in [82] proposed the new direction
and studied the biased games in which only one player is the clever
player while the other one plays randomly. They studied randomized
versions of Maker—Breaker games which are played in the same way as the
ordinary Maker—Breaker games except that one player uses deterministic
optimal strategy, and the other player plays randomly. In the (1 : b)
random-Breaker game Maker claims one element per move and plays
according to her optimal strategy while Breaker plays randomly and
claims b elements per move. In the (m : 1) random-Maker game Breaker
uses his best strategy and claims one element per move and Maker is a
random player who claims m > 1 elements per move. Several classical
Maker—Breaker games are analysed in [82], such as the Hamilton Cycle
game, the Perfect Matching game, and the k-vertex connectivity game
played on E(K,).

It is proven in [82] that for these random-Breaker games Maker typically
wins in Hamilton Cycle game, Perfect Matching game and k-vertex
connectivity game, if b < (1 —¢)5, b < (1 —¢)n and b < (1 — €)%,
respectively, for every € > 0. For random-Maker games, it is proven that
the maximal value of m that allows Breaker to win is of order Inlnn.

In [6I] Groschwitz and Szabé considered random-Maker game and
provided sharp threshold bias for Dfl, H, and C,. A sharp threshold
bias for the Connectivity game, Perfect Matching game and the Hamilton
Cycle game in random-Breaker setup is obtained in [62] and it is shown
that Maker can win fast wasting only logarithmically many moves.

Other examples of Maker—Breaker games that involve randomness are
p-random-turn Maker—Breaker games, studied in [50, ©5]. In these games,
before each turn, a biased coin is being tossed and Maker plays this turn
with probability p independently of all other turns.

A quantitative version of a Maker—Breaker type game

The Toucher—Isolator game is a quantitative version of a Maker—Breaker
type game, recently introduced by Dowden, Kang, Mikalacki and Sto-

14
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jakovié¢ [41]. The board of the game is the edge set of a given graph G.
Two players, Toucher and Isolator alternately claim edges of a given graph.
Toucher has a goal to maximize the number of vertices that are incident
to at least one of her chosen edges and Isolator tries to minimize the num-
ber of vertices that are so touched. In [41I] authors analyse the number of
untouched vertices u(G) at the end of the game when both players play
optimally. They focused on some classes of graphs, such as cycles, paths,
trees, and k-regular graphs and also gave results for general graphs. This
type of Maker—Breaker game is further considered in [23], 96, [O7].

1.1.3 Games related to Maker—Breaker games
A misere version of a Maker—Breaker game

Avoider—Enforcer games are a misére version of the Maker—Breaker games.
The winning condition in these games is the opposite of the winning
condition of the Maker—Breaker game over the same hypergraph. En-
forcer wins if he forces Avoider to occupy a winning set, which is for
this type of game sometimes referred to as the losing set, and Avoider
wins if she manages to avoid occupying it. Two different sets of the rules
can be defined for Avoider—Enforcer games - the strict game, where in
each move players claim exactly the number of elements given by their
biases, and the monotone game, where players claim at least the num-
ber of elements given by their biases. Avoider—Enforcer games played
under the strict rules are not bias monotone. So, to overcome the non-
monotonicity of strict Avoider-Enforcer games, Hefetz et al. [69] introduced
the monotone variant of Avoider—Enforcer games. Both strict and mono-
tone Avoider—Enforcer games have been intensively studied over the years
(see [, I3, 28, 51, 63, 63, 69, [711 [73)).

Waiter—Client and Client—Waiter games

Waiter-Client game (also called Picker-Chooser game) is the positional
game in which Waiter has the same goal as Enforcer and Client has the
same goal as Avoider in Avoider—Enforcer game, but the rules of taking
elements are different. In the biased (a : b) Waiter—Client game, the first
player Waiter offers the second player, called Client, a + b previously
unclaimed elements of the board. Client claims a of these elements
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and then Waiter takes the remaining b elements. If in the last round
there are only 1 <t < a + b remaining elements, then Client will choose
max{0,t—b} elements and Waiter will choose min{¢, b} elements. Waiter’s
goal is to force Client to claim all elements of some winning set and Client
tries to avoid it. Waiter—Client games are also bias monotone in Waiter’s
bias b.

Client—Waiter games (also called Chooser—Picker game) are related to
Maker—Breaker games. Client wins if he manages to claim all elements of
some winning set. Otherwise, Waiter wins. So, Client and Waiter have the
same goals as Maker and Breaker respectively, but the process of selecting
elements in Client—Waiter games is different than in Maker—Breaker
games, as Client can only choose edges out of a + b edges offered by
Waiter.

Waiter—Client and Client—Waiter games are studied for the first time by
Beck in [7]. The further development of these games can be found in
[12, (14, (15, BT, (36, 37, 38, 39, [74], [75, §5).

In the next two sections, we focus on Walker—Breaker games and
Maker—Breaker domination games, which are another two variants of
Maker—Breaker games. Since these two types of Maker—Breaker game are
in focus in this thesis, in the following we also discuss the motivation for
studying these games.

1.2 Maker—Breaker games with constraints

Maker—Breaker games, played on the edge set of a given graph G, in which
Maker is constrained to choose her edges according to a walk or path in G
are called Walker—Breaker games. These games are recently introduced by
Espig, Frieze, Krivelevich, and Pegden in [45]. In her first move, Walker
(playing the role of Maker) can choose any vertex to be her starting posi-
tion. In every other round, when it is her turn to play, she needs to claim
an edge not previously claimed by Breaker which is incident with the ver-
tex in which she finished her previous move. The other endpoint of the
claimed edge becomes her new position. On the other hand, Breaker plays
in the usual way, that is, in each move he claims an unclaimed edge of the
board. Since Breaker has no restrictions on the way he chooses his edges,

16
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these games increase Breaker’s power and make up for Maker’s advantage
in the unbiased Maker—Breaker games.

It is not hard to see that Breaker can easily isolate a vertex from Walker’s
graph in the unbiased Walker—Breaker game. This can be done in the follo-
wing way: after Walker’s first move, Breaker can fix some vertex v (still
untouched by Walker) and in each round, he can claim edges between this
vertex and Walker’s current position. In this way, he can prevent Walker
from visiting vertex v. This implies that Walker is not able to make any
spanning structure. So, the first natural question to consider is how many
vertices of a given graph Walker can visit. This question was studied
by Espig, Frieze, Krivelevich, and Pegden in [45] for different variants of
Walker—Breaker games. They proved that if b is a constant, Walker can
visit n — 2b+ 1 vertices in the (1 : b) Walker—Breaker game on K,,. In [45]
a variant of the game is also studied, where Walker is restricted to choose
her edges according to a path, that is, she is not allowed to use an edge
more than once. It was proven there that the longest path PathWalker
can create in the unbiased game on FE(K,) has n — 2 vertices, while in
(1:b) game, where b > 1, the largest path made by PathWalker contains
n — O(Inn) vertices. Several interesting questions for the further develo-
pment of these games were proposed in [45], such as how large a cycle
can Walker make under the various conditions, how many edges Walker
can visit under various game conditions, how large a clique she can make,
and also what happens if Breaker is a walker as well. The first of these
questions was considered by Clemens and Tran in [34]. They analysed how
long a cycle Walker can create in the unbiased game and for which biases
b Walker has a chance to create a cycle of given constant length. They
proved that the length of the largest cycle that Walker can create in the
unbiased game is n — 2, while in the biased (1 : b) game Walker can create
a cycle of length n — O(b) where b < 5.

Since Walker can not hope to make a spanning structure for any b > 1,
an interesting question is what happens when Walker’s bias changes, and
whether the situation changes with the increase of Walker’s bias by 1. As
suggested in [34] another interesting problem is to consider the doubly bi-
ased (2 : b) Walker—Breaker games in order to determine the largest bias b
for which Walker has a strategy to create a spanning tree and the largest
bias b for which she can create a Hamilton cycle.
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Furthermore, it is an intriguing question to resolve Maker’s problem of cre-
ating a spanning structure in the unbiased Walker—Breaker game. To help
Maker, one can restrict Breaker’s selection of edges in the same way as for
Maker in the Walker—Breaker games. In this case, both players would be
walkers, that is each player would have to claim her/his edges according
to a walk, i.e. when a player is at some vertex v, she/he could only choose
edges incident with v not previously claimed by the opponent. This type
of games will be called WalkerMaker—WalkerBreaker games.

1.3 Maker—Breaker (total) domination game

Maker—Breaker domination game (or MBD game for short) was introduced
for the first time by Duchéne, Gledel, Parreau, and Renault in [42]. The
game is played on the vertex set of a given graph. The players are called
Dominator and Staller, according to the roles they have in the game and
to be consistent with the domination game, introduced by Bresar, Klavzar,
and Rall in [24] and further studied in [25] 40, 92, Q9] 105]. In the dom-
ination game, Dominator and Staller alternate in choosing an unclaimed
vertex from a given graph . Dominator’s aim is to dominate a graph in
as few steps as possible and Staller wants to delay the process for as long
as possible, [24].

As already mentioned, in the MBD game played on the graph G = (V, E)
the board X of the game is set V. It seems natural to define the family
of winning sets F as the family of all the dominating sets of G. However,
in that case, it is hard to control the sizes of the winning sets and thus to
apply some general tools such as Erdgs-Selfridge Theorem. To overcome
these difficulties one can consider the reverse version of the game in which
Staller becomes Maker and Dominator takes the role of Breaker. So, the
winning sets are closed neighbourhoods of all vertices in G. In the pri-
ncipal paper on this topic [42], the focus was on determining which player
has a winning strategy, while in [60] Gledel, Irsi¢, and Klavzar studied the
minimum number of moves needed for Dominator to win provided that he
has a winning strategy.

As a natural extension to the Maker—Breaker domination game, Gledel,
Henning, Irsi¢, and Klavzar introduced the Maker—Breaker total domina-
tion game (or MBTD game, for short) [59]. The board of the game is the
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vertex set of a given graph and the winning sets are open neighbourhoods
of all vertices in the graph. Dominator wins if he can claim a total dominat-
ing set, that is a set T' such that every vertex of a graph has a neighbour
in T. Staller wins if she manages to claim an open neighbourhood of a
vertex in the graph. In [59] authors were interested in determining the
outcome of the games played on grids and some Cartesian products of
paths and cycles. They also classify cacti (connected graphs in which any
two simple cycles have at most one vertex in common) with reference to
the outcome of the game. The classification of cubic graphs (the graphs
whose all vertices have degree three) with reference to the outcome of the
MBTD game seems not to be so easy. It is shown in [59] that there are
infinitely many connected cubic graphs in which Staller wins and that no
minimum degree condition is sufficient to guarantee that Dominator wins
when Staller starts the game. So, this opens the question of studying the
MBTD games on connected cubic graphs and to characterize those graphs
that are Dominator’s win and those that are Staller’s win, as it is suggested
in [59).

1.4 General notation and terminology

The notation in this thesis is standard and follows that of [22]. Specifically,
we use the following.

A graph G is an ordered pair (V(G), E(G)) consisting of a set V(G)
of vertices and a set E(G), disjoint from V(G), of edges. Graph H
is called a subgraph of a graph G if V(H) C V(G), E(H) C E(G).
Graph H is isomorphic to G, denoted by H = G if there is a bijection
¢ : V(G) — V(H) such that wv € E(G) if and only if ¢p(u)p(v) € E(H).
The mapping ¢ is called an isomorphism between G and H.

The order of graph G is the number of vertices in G which we denote by
v(G) = |V(G)|, and the size of graph G is the number of edges in G which
we denote by e(G) = |E(G)|. We write uv for an unordered pair {u,v}.
If vertex u is an endpoint of edge e, then u and e are incident. Two
vertices which are incident with a common edge are adjacent and two
edges which are incident with a common vertex are also adjacent. Two
distinct adjacent vertices are neighbours.

Given a graph G and two disjoint sets A,B C V(G), let
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N(A,B) = {b € B : Ja € Ajab € E(G)} be the set of neighbours
of the vertices of A in B. We abbreviate N({v}, B) to N(v, B) for some
v € V(G)\B. Let dg(v, B) = |N (v, B)| denote the degree of vertex v in G
toward vertices from B. The open neighbourhood of a vertex v € V(G),
denoted by Ng(v), is the set of vertices adjacent to v in G and the closed
neighbourhood of a vertex v € V(G) is defined as Ng[v] = Ng(v) U {v}.
Let dg(v) = |Ng(v)| denote a degree of v in G. A graph is simple if it has
no loops (loop - an edge with identical ends) or parallel edges (edges with
the same pair of ends).

A clique of a graph is a set of mutually adjacent vertices.

An independent set (or stable set) in a graph is a set of pairwise nonadja-
cent vertices.

A complete graph is a graph in which any two vertices are adjacent. A
complete graph with n vertices is denoted by K,. A diamond is the
complete graph on four vertices minus one edge. A bipartite graph is a
graph whose vertices can be divided into two disjoint and independent
sets X and Y such that every edge has one end in X and one end in Y.
Partition (X,Y) is called a bipartition of the graph. Bipartite graph with
bipartition (X,Y) is denoted by G[X,Y]. If every vertex in X is joined to
every vertex in Y, then G is called a complete bipartite graph. A complete
bipartite graph with vertex classes of order m and n is denoted by K, .
A claw is the complete bipartite graph K 3.

A walk in a graph G is an alternating sequence, not necessarily distinct,
of vertices and edges vy, €1, v1, ..., V1, €7, v; such that e; = v;_jv; for each
1 <i<I. A path is a walk whose vertices and edges are distinct. A cycle
is a graph with an equal number of vertices and edges whose vertices can
be placed around a circle such that two vertices are adjacent if they are
consecutive in a cyclic sequence. A path or cycle which contains every
vertex of a graph is called a Hamilton path or Hamilton cycle, respectively
of the graph. The length of a path or a cycle is the number of its edges.
Graph G is connected if each pair of vertices in G belongs to a path.
Otherwise, G is disconnected.

A graph with no cycle is acyclic. A tree is a connected acyclic graph.
A spanning subgraph of G is a subgraph of G with vertex set V(G).
A spanning tree is a spanning subgraph that is a tree. Graph G is
r-regular if every vertex v € V(G) has degree r. A 3-regular graph is
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called cubic graph. Generalized Petersen graph is a cubic graph which is
defined as follows: Let k& and n be positive integers, with n > 2k. The
generalized Petersen graph GP(n,k) is the simple graph with vertices
L1y T2y eeey Tryy YLy Y2y ooy Yn, AN edgeS T;Xit1, Yilitrk, Til¥i, 1 < i < n, indices
being taken modulo n.

The Cartesian product GOH of graphs G and H is the graph with a
vertex set V(GOH) = V(G) x V(H) in which (u,v) is adjacent to (u',v")
if either v = v’ and v’ € E(H), or v =" and uu’ € E(QG).

The circular ladder graph (or prism graph) C'L,, is the Cartesian product
of a cycle of length n > 3 and an edge, that is, C'L, = C,00P.

A n-prism graph is equivalent to the generalized Petersen graph GP(n, 1).

Let n be a positive integer and let 0 < p := p(n) < 1. The Erdés-Rényi
model G(n,p) is a random subgraph G of K,, constructed by retaining
each edge of K, in G independently at random with probability p. We
say that graph G ~ G(n, p) possesses a graph property P (i.e. a family of
graphs which is closed under isomorphisms) asymptotically almost surely,
or a.a.s., for brevity, if the probability that G(n, p) possesses P tends to 1
as n goes to infinity. We use the approximation Inn <> 7" | % <lnn+1,
where Inn stands for natural logarithm throughout the thesis.

The model G(n,m) consists of all graphs with n vertices and 0 < m < (3)

n

edges in which the graphs have the same probability. It has ((n%)) elements

ny. —1
and every elements occur with the probability ((731)) . Random graph
models are studied in [211 [7§].
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Chapter 2

Results

In this chapter, we state the main results of this thesis.

2.1 Doubly biased Walker—Breaker games

In Chapter 3 we study the (2 : b) Walker—Breaker games on K,. We
are interested in determining the threshold bias for two standard games:
Connectivity game and Hamilton Cycle game. As it is stated earlier Walker
is not able to create a spanning tree or Hamilton cycle in Walker—Breaker
game on K, even if she plays against the Breaker with bias 1. We show
that the outcome of the game changes if we increase Walker’s bias by just
1. More precisely, we answer the next two question raised in [34]:

Question 2.1 (|34], Problem 6.4). What is the largest bias b for which
Walker has a strategy to create a spanning tree of K, in the (2 : b) Walker—
Breaker game on K, ?

Question 2.2 ([34], Problem 6.5). Is there a constant ¢ > 0 such that
Walker has a strategy to occupy a Hamilton cycle of K, in the (2 : )
Walker—Breaker game on K, ?

To answer Question [2.1] we need the following two theorems. The first
one gives the lower bound for the threshold bias in the (2 : b) Walker—
Breaker Connectivity game.
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Theorem 2.3. For every 0 < € < i and every large enough n, Walker has
a strategy to win in the biased (2 : b) Walker—Breaker Connectivity game
played on K,,, provided that b < (i — E) e

Inn"*

Theorem [2.4] provides the upper bound for the threshold bias in the
(2 : b) Connectivity game.

Theorem 2.4. For every e > 0 and b > (1+4¢)q-, Breaker has a strategy

to win in the (2 : b) Walker—Breaker Connectivity game on K, for large
enough n.

The following theorem answers Question [2.2] and gives the lower bound
for the threshold bias in the (2 : b) Walker—Breaker Hamilton Cycle game.

Theorem 2.5. There exists a constant o > 0 for which for every large
enough n and b < ap*, Walker has a winning strategy in the (2 : b)
Hamilton Cycle game played on K.

2.2 WalkerMaker—WalkerBreaker games

In Chapter 4 we study Maker—Breaker games on K, in which both players
are walkers. Since it is impossible for Maker to create a spanning structure
in the (1 : 1) Walker-Breaker game we are interested in seeing how the
situation changes if we also restrict the way Breaker moves, i.e. if Breaker
is also a walker. So, we consider (1 : 1) WalkerMaker—WalkerBreaker
game ( WMaker—WBreaker games for brevity) with the goal of finding fast
winning strategy of WMaker in the Connectivity game and Hamilton Cycle
game. We prove the following theorems:

Theorem 2.6. In the (1 : 1) WMaker—WBreaker Connectivity game on
E(K,), WMaker has a strategy to win in at most n + 1 moves.

Theorem 2.7. In the (1 : 1) WMaker-WBreaker Hamilton Cycle game
on E(K,), WMaker has a strategy to win in at most n + 6 moves.

We also look at WBreaker’s possibilities to postpone WMaker’s win in
the Connectivity game.

Theorem 2.8. In the (1 : 1) WMaker—-WBreaker Connectivity game
on E(K,), WBreaker, as the second player, has a strategy to postpone
WMaker’s win by at least n moves.
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2.3 MBTD game on cubic graphs

In Chapter 5 we study MBTD game on cubic graphs. We are interested in
the characterization of connected cubic graphs that are Dominator’s win
and those that are Staller’s win. To do so, we use the following classification
of cubic graphs. In a cubic graph on n > 6 vertices each vertex has only
three possibilities [80]:

1. it lies in two triangles (Figure [2.1fa))
2. it lies in one triangle (Figure 2.1|(b))

3. it lies in zero triangles (Figure 2.1)(c)).

(a) (b) (c)

Figure 2.1: Different possible locations for vertices in cubic graph of order
n > 6. Vertex can lie in (a) two triangles (b) one triangle (c) no triangles.

Therefore, cubic graphs can be classified according to the number of ver-
tices of type 1 (being in two triangles), type 2 (being in one triangle), and
type 3 (being in no triangle). Let T1,T% and T3 denote the number of
vertices of type 1, type 2 and type 3, respectively. These three numbers
are related by the following formulas [80]:

Ty =2ky, To=T14+3ky, Ti+1T5+T5=n,

where k1 and ko are nonnegative integers.
If the cubic graph contains vertices of type 1, then this means that G
contains at least one diamond. Hereinafter, when we say a triangle we
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refer to an induced K3 which is not part of a diamond.
Taking into consideration the possible types of cubic graphs, we prove the
following theorems.

Theorem 2.9. Let G be a cubic graph on n > 6 which is the union of
vertex-disjoint diamonds. Then, the MBTD game on G is Dominator’s
win.

Theorem 2.10. Let G be a cubic graph on n > 6 vertices in which every
vertex lies in exactly one triangle, that is, G is the union of vertex-disjoint
triangles. If n = 6, the graph G is Dominators’win. Otherwise, the graph
G is Staller’s win.

Theorem 2.11. Let G be a cubic graph on n > 6 vertices which is the
union of vertex-disjoint triangles and diamonds. Then, there are only two
types of such a graph on which Dominator wins, but only, as the first
player. In all other cases, the graph G is Staller’s win.

Another type of graph interesting to us is the Generalized Petersen
graphs. They drew lots of attention since their definition, and have already
been examined in the domination game. Namely, in [59], the authors
showed that the prism P,00C),, which is equivalent to the Generalized
Petersen graph GP(n,1), for n > 3 is Dominator’s win. On the other
hand, graph GP(5,2) is proven to be Staller’s win also in [59]. We consider
the graphs GP(n,2), for all n > 6, and give the following characterization.

Theorem 2.12. MBTD game on generalized Petersen graph GP(n,2) for
n > 6 is Staller’s win.

We are also curious about MBTD games on cubic bipartite graphs and
the union of bipartite graphs and prove the following.

Theorem 2.13. A cubic bipartite graph is Dominator’s win.

Finally, we consider cubic graphs that are union of vertex disjoint claws
and prove the following.

Theorem 2.14. Let G be a connected cubic graph on n > 6 vertices formed
as the union of k > 2 wvertex-disjoint claws. For k = 2, G is Dominator’s
win. For k > 3, the graph G is Staller’s win.
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There has been some research on this topic previously, although not
under the name MBTD game. Namely, in his PhD thesis, [80], Kutz was
considering the Maker—Breaker games on almost-disjoint hypergraphs of
rank three (edges with up to three vertices intersecting in at most one
vertex), where the players alternately claim vertices of a given hypergraph
and where Maker is the first player. In an almost disjoint hypergraph
of rank three, it can be decided in polynomial time whether Maker or
Breaker wins, as shown in [86].

Looking at the winning sets of Staller in the MBTD game which will
be considered in this thesis, we would have a hypergraph whose all edges
have three vertices (3-uniform hypergraph), but the key difference is that
majority of the graphs that we consider are not almost-disjoint, as a lot of
intersections exist among the edges. We also look at some graphs whose
hypergraph would have almost-disjoint hyperedges (e.g. the union of at
least four vertex-disjoint K7 3). In this case, the analysis from [86] would
require searching through all possible pairs of first moves, and then apply-
ing some reductions when Staller is the first player. However, to be able
to classify these graphs, we provide more applicable and explicit winning
strategy for the players.

26



Chapter 3

Doubly biased
Walker—Breaker games

In this chapter we prove the theorems We consider (2 : b)
Walker—Breaker Connectivity and Hamilton Cycle game. By proving
Theorem we establish the lower bound for the threshold bias in (2 : b)
Walker—Breaker Connectivity game. To prove this theorem we provide
Walker with the strategy which allows her to build a spanning tree for
every b < (i—e)& where 0 < € < i.

In every round, Walker’s goal is to visit a vertex, still untouched by her,
which has the maximum degree in Breaker’s graph. When analysing
Walker’s strategy we will use the well-known Box game, introduced by

Chvétal and Erdés in [27].

To obtain the upper bound for the threshold bias in the (2 : b)
Walker—Breaker Connectivity game we need to prove that Breaker can
isolate a vertex from Walker’s graph for every b > (1 + €)% and € > 0.
As in the (1 : b) Maker—Breaker Connectivity game, Breaker’s strategy
will consist of building a clique which does not contain any Walker’s edge,
and then Breaker’s aim will be to isolate one vertex from that clique by
claiming all remaining free edges incident with that vertex.

To prove Theorem we use the approach of connecting (2 : b)
Walker—Breaker games and local resilience in random graphs. The
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approach is proposed by Ferber et al. in [52] for studying (1 : b) Maker—
Breaker games and its adjustment for studying (1 : b) Walker—Breaker
games are made by Clemens and Tran in [34]. The approach presented in
[52] is based on the argument given by Bednarska and Luczak in [11]], who
investigated the relationship between results in Maker-Breaker games
played on graphs and threshold properties for random graphs to obtain
the threshold bias for H-game. They provided Maker with the random
strategy for which they showed that is almost optimal for her. Maker’s
strategy is to choose edges of K, uniformly at random which has not
been claimed by her so far. In the case that Maker claims an edge that
already belongs to Breaker, this edge is declared as the failure, and Maker
losses her move. So, at the end of the game, the Maker’s graph will not be
exactly the random graph. Bednarska and Luczak [I1] showed that failure
edges represent a small fraction of the total number of edges claimed by
Maker and after removing them, her final graph will contain a copy of
H with positive probability. This is related to the resilience of random
graphs with respect to the property “containing a copy of H”, [52].

The systematic study of the graph resilience is initiated in [104] by
Sudakov and Vu and since then this field received a lot of attention (see
[2, 17, 26], B6l 18 83, 87]).

To prove that Walker can win in the (2 : b) Walker-Breaker Hamilton
Cycle game for b < ¢t for some ¢ > 0 and large enough n, we adapt
approach presented in [52] and provide Walker with the strategy which
will be partly deterministic and partly random. We want to ensure that
Walker generates a random graph that asymptotically almost surely
satisfies the property “being Hamiltonian”.

In Section 3.1 we give additional theory (definitions, tools, auxiliary
statements) needed for proving theorems and In Section 3.2
we prove Theorem and Theorem [2.4] and in Section 3.3 we present
the proof of Theorem In Section 3.4 we give some concluding remarks.

At any given moment during this game, we denote the graph spanned

by Walker’s edges by W and the graph spanned by Breaker’s edges by B.
For some vertex v we say that it is visited by a player if he/she has claimed
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at least one edge incident with v. A vertex is isolated /unvisited if no edge
incident to it is claimed. The edges in E(G) \ (W U B) are called free.
By U C V(K,,) we denote the set of vertices, not yet visited by Walker,
which is dynamically maintained throughout the game. At the beginning
of the game, we have U := V(K,,). Unless otherwise stated, we assume
that Breaker starts the game, i.e. one round in the game consists of a move
by Breaker followed by a move of Walker.

3.1 Preliminaries

To analyse players’ strategy in Theorem and Theorem [2.5] we use the
Box game introduced by Chvatal and Erdés in [27]. The game is very
helpful in describing strategies whose goal is to bound the degrees in the
opponent’s graph.

Maker—Breaker Box game. The rules are as follows. Let
F = {A,...,Ax} be a hypergraph where the sets A;’s are pairwise
disjoint and ||A;] — |4;]| < 1 for every 1 < 4,5 < k. Let X = U5, 4,
such that |X| = ¢t. The Box game B(k,t,a,1) is played by two players,
BozMaker and BoxBreaker, who take turns in claiming elements of the
board X. In each round, BoxMaker claims a unclaimed elements from
X per move and BoxBreaker claims one unclaimed element per move.
Since sets Aj, Ao, ..., A represent boxes, where for every 1 < i < k, the
box A; contains | A;| balls, the players’ moves can be also described in the
following way: in each move BoxMaker removes a balls from these boxes
and BoxBreaker destroys one box for BoxMaker.

BoxMaker wins if and only if she succeeds to claim all elements of some
box (that is if she succeeds to empty one of the boxes) before it is
destroyed by BoxBreaker. BoxBreaker wins if he succeeds to claim at
least one element from each box, that is if he destroys all boxes.

Chvatal and Erdés in [27] gave the criterion for BoxMaker’s win in
B(k,t,a,1). They defined the following recursive function:
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The value of f(k,a) can be approximated as

k-1 k—1

Theorem 3.1. ([27/, the Box game criterion) Let a, k and t be positive

integers. BoxMaker has a winning strategy in B(k,t,a,1) if and only if
t < f(k,a).

For BoxBreaker it is important to always destroy the box of the
smallest size in each move. This is because of the following: if in some
moment one box A;, 1 < i < k, has £ < a elements and BoxBreaker
decides to destroy some other box with more than a elements, then
BoxMaker in her next move can claim all the remaining elements from
A; and wins. The optimal strategy for BoxMaker is to balance the sizes
of all boxes, because, if some box is too small compared to others, then
BoxBreaker will surely destroy this box in his next move. So, BoxMaker
should in fact ignore these boxes and balance the rest.

The proof of Theorem given in [27] contained an error which is
fixed by Hamidoune and Las Vergnas in [65]. Hamidoune and Las Vergnas
in [65] also gave more general result. They considered (a : b) Box game,
b > 1, for all values |A1|,|As2|,...,|Ak|, where boxes do not have to be
almost equal.

To prove Theorem and answer Question 2.2] we need the following
related to local resilience and random graphs.

Definition 3.2. [3]/ For n € N, let P = P(n) be some graph property
that is monotone increasing, and let 0 < e,p = p(n) < 1. Then P is said
to be (p,e)-resilient if a random graph G ~ G(n,p) a.a.s. has the following
property: For every R C G with dr(v) < edg(v) for every v € V(G) it
holds that G\ R € P.

The Hamiltonicity is one of the central research concepts in graph the-
ory. Since the problem of determining whether a given graph contains
a Hamilton cycle is NP-complete, finding sufficient conditions for Hamil-
tonicity became one of the most important questions. In [104], Sudakov
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and Vu proposed to study resilience of random graphs with respect to the
Hamiltonicity. They proved that G(n,p) is (p,1/2 + o(1))-resilient with
the respect to Hamiltonicity for p > log? n/n and conjectured that this
holds for pn/logn — occ.

The following theorem provides a good bound on the local resilience of a
random graph with respect to Hamiltonicity and resolves the conjecture
of Sudakov and Vu [104].

Theorem 3.3. [87] For every positive € > 0, there exists a constant C' =
C(e) such that for p > %, a graph G ~ G(n,p) is a.a.s. such that the
following holds. Suppose that H is a subgraph of G for which G' = G — H
has minimum degree at least (1/2 4 )np, then G’ is Hamiltonian.

The proof of Theorem [2.5] will follow from Theorem and the following
statement, which is the key ingredient. We will prove both of them in
Section 3.3

Theorem 3.4. For every constant 0 < ¢ < 1/100 and a sufficiently large
integer n the following holds. Suppose that 1061% <p<1land P is a
monotone increasing graph property which is (p,e)-resilient. Then in the

(2 : @) game on K,, Walker has a strategy to create a graph that satisfies

To prove Theorem we will use an auxiliary MinBozr game motivated
by the study of the degree game [58]. The MinBox(n, D, «a,b) game is a
Maker—Breaker game played on n disjoint boxes F, ..., F,, each of order
at least D. Maker claims 1 element and Breaker claims b elements in each
round. Maker wins the game if she succeeds to claim at least «| F;| elements
in each box F;, 1 <1 <mn.

The number of elements in box F' claimed so far by Maker and Breaker are
denoted by wys(F') and wp(F'), respectively. The box F'is free if there are
elements in it still not claimed by any of the players. If wy (F) < «o|F]|,
then F'is an active box. For each box F' we set the danger value to be
dang(F) := wp(F) —b-wp (F).

We also need the following upper bound on the danger value.

Theorem 3.5. [52] Let n,b,D € N, let 0 < a < 1 be a real number,
and consider the game MinBox(n,D,a,b). Assume that Maker plays as
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follows: In each turn, she chooses an arbitrary free active boxr with maxi-
mum danger, and then she claims one free element from this box. Then,
proceeding according to this strategy,

dang(F) < b(lnn +1)

1s maintained for every active box F' throughout the game.

3.2 Connectivity game

Proof of Theorem[2.3 First, we describe Walker’s winning strategy and
then prove that during the game she can follow it.

Walker’s strategy. In the first round Walker visits three vertices. She
identifies two vertices vy and v; with the largest degrees in Breaker’s
graph. Let dp(vg) > dp(vy1). She starts her move in vertex vy and
then, if vov; € FE(B), she finds a vertex u € U such that the edges
vou and wwv; are free, and claims them. Otherwise, if vov1 ¢ E(B),
she claims vgv; and then from v; moves to some u/ € U such that
dp(u') = max{dp(u) : w € U} (ties broken arbitrarily) and viu’ is free.

In every round r > 2 Walker visits at least one vertex from U.
After Breaker’s move, Walker identifies a vertex a € U such that
dp(a) = max{dp(u) : v € U} (ties broken arbitrarily). Then Walker
checks if there is some vertex y € U such that edges wy and ya are free,
where w is Walker’s current position, and she claims these two edges wy
and ya. If no such vertex y € U exists, then Walker finds an arbitrary
vertex y' € V(K,), which could be already visited by Walker, such that
edges wy’ and y'a are free. She claims these two edges.

Assuming Walker can follow this strategy, she plays at most n — 2
rounds.

In the rest of this proof, we will show that Walker can follow the
proposed strategy.

First, we are going to consider the maximum degree of unvisited vertices
in Breaker’s graph B. We can analyse Walker’s strategy through an
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auxiliary Box game, where she takes the role of BoxBreaker. In the Box
game each box represents all free edges adjacent to some vertex u € U.
At the beginning of the game, the number of boxes is n and the number
of elements in each box is n — 1. Boxes are not disjoint since for any
u € U, vertices from N(u) can also belong to U. So, each edge of the
original game belongs to two of these boxes. BoxBreaker can pretend that
the boxes are disjoint and that BoxMaker claims 2b elements in every
move. So, we look at the Box game Box(n,n(n —1),2b,1). We estimate
the number of the elements that BoxMaker could claim within at most
n — 2 rounds. This gives us the maximum degree of vertices from U in
Breaker’s graph B.
After n — 2 rounds, the number of elements that BoxMaker could claim is
at least

2b 2b 2b 20 2b

o + 1 +..+ 3 <2b(lnn+1) — <2 + 1) =2blnn—b. (3.1)
Now, we are going to prove that Walker can follow her strategy. The proof
goes by induction on the number of rounds. After Breaker’s first move we
have that dg(vo) + dp(v1) < b+ 1, so it is obvious that Walker can visit
vertices vg and v;. Suppose that Walker already played k < n — 3 rounds
and visited at least k+2 vertices. Suppose that Walker finished this round
at some vertex w and at the end of this round dp(w) < 2blnn — b.
Breaker could have claimed all b edges incident with w, in his (k + 1)
move, so dg(w) < 2blnn. According to (3.I), after Breaker’s move in
round k£ + 1, some vertex a € U can have degree at most 2blnn — b in B.
Walker finds a vertex y' € V(K,,) such that edges wy’ and y'a are free,
with preference that 3y’ € U. Such a vertex exists since

dp(w) +dp(a) < 4blnn—b<n—2
So, Walker is able to play her move in (k + 1)¢ round. O

To prove Theorem [2.4] we need to provide Breaker with a strategy which
will enable him to isolate a vertex from Walker’s graph for given bias
b> (1+¢)ps. For that, we rely on the strategy of Breaker in the (1 :
b) Maker—Breaker Connectivity game [27], where Breaker first makes a
clique in his graph and then isolates one of the vertices from that clique in
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Maker’s graph. Looking from Breaker’s point of view, in the Connectivity
game, Walker claiming two edges per move can achieve the same as Maker
claiming one edge per move. Therefore, in order to win in the (2 : b)
Walker—Breaker Connectivity game Breaker can apply the same strategy
as Breaker in the (1 : b) Maker—Breaker Connectivity game [27].

Proof of Theorem[2.] Suppose that Walker begins the game. Breaker’s
winning strategy is divided into two stages.

Stage 1. Breaker builds a clique C of order m = L%J such that all vertices
from C' are isolated in Walker’s graph.

Stage 2. Breaker isolates one of the vertices from C' in Walker’s graph.

Now we are going to prove that Breaker can follow his strategy.

Stage 1.  Breaker will play at most b/2 moves. Suppose that in round
i—1, where i < b/2, Breaker built a clique C;j_1, such that all its vertices are
isolated in Walker’s graph. After Walker’s move in round ¢, Walker’s graph
contains at most 27 edges and at most 2i 4+ 1 vertices. Since ¢ < n/2 — 2,
there are at least two vertices w and v outside the Breaker’s clique which
are not incident with Walker’s edges.

Then Breaker can claim the edge wv and 2(i — 1) edges joining uv to
V(C;—1). In this way he creates a clique C; of order |C;_1| + 2. In the
round 7 + 1, Walker can visit only one vertex from C;. After Walker visits
some ¢ € C;, Breaker’s graph still contains a clique C” isolated in Walker
graph with V(C") = C; \ {c}.

Stage 2. Let C be the Breaker’s clique of order m = |C| after Stage
1. Let c1,c¢a,...,cm € C. To isolate some vertex ¢; € C Breaker needs to
claim n —m edges c;u, u € V(K,)\ V(C). In each round Walker can visit
at most one vertex from C', so she will need to play at most m rounds in
Stage 2 to visit all vertices from C. We can use an auxiliary Box Game
Box(m,m-(n—m),b, 1) to show that Breaker can isolate a vertex from his
clique in Walker’s graph in at most m moves. Breaker is the BoxMaker who
claims b elements per move. Walker, whom Breaker sees as BoxBreaker,
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can claim an element in at most one unvisited box per move.
After m — 1 rounds in Stage 2 BoxMaker could claim at least

elements from some box.

It follows that there is some ¢; € C which is still unvisited by Walker,
such that dg(c;) > m — 1+ (n —m) = n — 1. This means that Breaker is
able to isolate a vertex in Walker’s graph and thus he wins in the (2 : b)
Walker—Breaker Connectivity game. O

3.3 Hamilton Cycle game

In this section we prove Theorem and Theorem [2.5] The proof of
Theorem follows very closely to the proofs of Theorem 1.5 in [52] and
Theorem 2.4 in [34].

Proof of Theorem[3.J We show that Walker has a strategy to build
a graph that satisfies property P. Walker’s strategy will be partly
deterministic and partly random.

In the random part of the strategy, Walker generates a random graph
H ~ G(n,p) on the vertex set V(K,), by tossing a biased coin on each
edge of K, (even if this edge already belongs to E(B)), independently
at random, which succeeds with probability p. When Walker tosses a
coin for an edge e, we say that she exposes the edge e. For each vertex
v € V(K,) we consider the set U, C N(v,V(K,)) which contains those
vertices u for which the edge vu is still not exposed. At the beginning of
the game, U, = N (v, V(K,)) for all v € V(K,,).

To decide for which edges she needs to toss a coin, Walker identi-
fies an exposure vertex v (the way of choosing the exposure vertex will
be explained later). If her current position is different from v, she needs
to play her move deterministically. That is, she finds two edges wy and
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yv, where w is her current position and y is some vertex from V(K,,),
such that wy,yv ¢ E(B). She claims these edges and after that move,
wy,yv € E(W), where by W we denote a graph spanned by all Walker’s
edges.

Once she comes to the exposure vertex v, she starts tossing her coin for
edges incident with v with the second endpoint in U, in the arbitrary
order, until she has a first success or until all edges incident with v are
exposed. Every edge e on which Walker has success when tossing her coin
is included in H. If this edge e is free, Walker claims it. If the exposure
failed to reveal a new edge in H, she declares her move a failure of type I.
If she has success on an edge, but that edge belongs to E(B), she declares
her move a failure of type II.

Let G’ be a graph containing all the edges in H N W.

We need to prove that G’ € P. In order to do this we need to show that
following her strategy, Walker will achieve that a.a.s. dg(v) > (1—¢)dg (v)
holds for each v € V(K,,), where 0 < ¢ < 1/100. Since H is random, the
degree of v in H can be determined by using Chernoff’s inequality [I]. We
have

P | Bin(n —1,p) < ﬁ?o(”l)p] :O<71%>

for p > 1051%. Thus, by the union bound, it holds that a.a.s.

for all vertices in V(K,).

So, if we prove that the number of failures of type II is relatively small,
at most edy(v), we get that dg/(v) > (1 — €)du(v) for every v € V(K,,).
Then, by the assumption on P, we know that G’ a.a.s. satisfies property
P.

Let fr(v) and fr7(v) denote the number of failures of type I and type II,
respectively, for the exposure vertex v.

To keep the number of failures of type II small enough, Walker simulates
an auxiliary MinBox(n,4n,p/2,4b) game in which she takes the role of
Maker. To each vertex v € V(K,,) Walker assigns the box F, of size 4n at
the beginning of the game. For each box F' the danger value is defined by
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dang(F) = wp(F) — 4b - wy(F).
We describe Walker’s strategy in detail.

Walker’s strategy.  Walker’s strategy is divided into two stages.

Stage 1. After every Breaker’s move, she updates the simulated
MinBox(n,4n,p/2,4b) game, in the following way: for each of b edges
pq that Breaker claimed in his move, Walker assumes that he claimed one
free element from F), and one from F.

In the first round, after Walker identifies the exposure vertex, say v, she
starts her move in some vertex vy € V(K,,), vo # v, and then finds some
vertex v; € V(K,), such that edges vgv; and vjv are free. This is pos-
sible since dp(vg) + dp(v) < b+ 1. Maker claims an element of F, in
the MinBox(n,4n,p/2,4b) game. In the second round, Walker starts the
exposure process on the edges vv’, v' € U,, that is, proceeds with Case 2
(see case distinction below).

In every other round r > 3, Walker plays in the following way. Denote
by w Walker’s current position and suppose that it is her turn to make
a move. First, she updates the simulated MinBox(n,4n,p/2,4b) game,
as described above. After that, she checks whether an exposure vertex
exists and proceeds with the case distinction below. Otherwise, she finds
a vertex v such that in the simulated MinBox(n,4n,p/2,4b) game F, is
a free active box of the largest danger. If no such box exists, then Walker
proceeds to Stage 2. Otherwise, she declares the vertex v as the new expo-
sure vertex, Maker claims an element of F, in the MinBox(n,4n,p/2,4b)
game and then in the real game Walker proceeds with the following cases.

Case 1. w # v. Walker finds a vertex y € V(K,,) such that edges wy
and yv are free or belong to E(W), where v is the new exposure vertex.
Then, she moves to vertex v using these edges. If these edges were free
and Walker claimed them, then these edges are now part of the Walker’s
graph W. Walker proceeds with Case 2.

Case 2. Vertex in which Walker is currently positioned is the exposure
vertex. Let o : [|Uy|] — U, be an arbitrary permutation on U,. She starts
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tossing a biased coin for vertices in U,, independently at random with
probability of success p, according to the ordering of o.

2a. If this coin tossing brings no success, she increases the value of f7(v)
by 1 and in the simulated game MinBox(n,4n,p/2,4b) Maker claims 2pn—
1 additional free elements from F}, or all remaining free elements if their
number is less than 2pn — 1. She updates U, = () and removes v from all
other U, ; for each i < |U,|. In the real game Walker moves along some
edge which is in (W) and then returns to v by using the same edge.

2b. Suppose that first success happen at the k' coin toss. Walker de-
clares that vo(k) is an edge of H.

- If the edge vo(k) is free, Walker claims this edge and from now on
vo(k) € E(W). She moves along this edge one more time in order to
return to vertex v. Also, this edge is included in G’. Walker removes
v from U, ;) and o(i) from Uy, for all i < k. Maker claims one free
element from box F ).

- If the edge vo(k) already belongs to E(W), Walker moves along
this edge twice. Also, this edge becomes part of graph G’. Walker
removes v from Ugy(;) and o(i) from U,, for all i < k. Maker also
claims one free element from box Fj 4.

- If the edge vo (k) belongs to Breaker, then the exposure is a failure of
type II. She increments fr7(v) and frr(o(k)) by 1. She also updates
Uy := Uy \ {o(i) : i < k} and Uy = Uy \ {v} for each i < k.
To make her move, Walker uses an arbitrary edge vu from her graph
and returns to v by using the same edge.

At the end of Walker’s move in Case 2, the vertex v is not exposure vertex
any more.

Stage 2. Walker tosses her coin on every unexposed edge uv € E(K,,).
In case of success, she declares a failure of type II for both vertices u and
v.

Observation 3.6. At any point of Stage 1, there can be at most one
exposure verter.
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Claim 3.7. During Stage 1, Breaker claims at most 4b elements in the
simulated MinBox game between two consecutive moves of Maker.

Proof. Suppose that Breaker finished his move in round ¢ and now it is
Walker’s turn to make her move in this round. Suppose that in the previous
round, t — 1, Walker played according to her strategy from Case 2. Let w
be Walker’s current position. Walker identifies a free active box F, which
has the largest danger. Maker claims an element from F,. If w = v,
Walker will start her exposure process on the edges vv’ with v € U, in
round ¢ and then in the following round, ¢+ 1, she will again identify a new
exposure vertex and Maker will claim an element from the corresponding
box. In this case between two Maker’s moves, Breaker claims b edges, that
is, 2b elements from all boxes. If w # v, Walker needs to play her move
deterministically in order to move from w to v and then in round ¢ + 1
she will start her exposure process. After she identifies the new exposure
vertex in round ¢ 4 2, Maker will claim an element from the corresponding
box. In this case between two Maker’s moves (in rounds ¢ and t + 2),
Breaker claims 2b edges, that is, 4b elements from all boxes. ]

Claim 3.8. At any point during Stage 1, we have wpr(F,) < (1 + 2p)n
and wp(F,) < n for every box F, in the simulated game. In particular,
wr(Fy) + wp(Fy) < 4n, thus no boz is ever exhausted of free elements.

Proof. According to Walker’s strategy, the number wjs(F,) increases by
one every time vertex v is the exposure vertex or when coin tossing brings
success on edge vv’, where v’ is exposure vertex. There can be at most
n — 1 exposure processes in which Walker can toss a coin on an edge that
is incident with v. So, both cases together can happen at most n—1 times.
Also, when Walker declares the failure of type I, wys(F,) increases by at
most 2pn — 1. So, we have

wpr(Fy) < n+ fr(v) - 2pn.

We claim that failure of type I can happen at most once. This is true,
because after the first failure of type I on v, when Maker receives at most
2pn — 1 additional free elements from F,, the box F, is not active any
more. So, Maker will never play on vertex v again. Therefore, wy;(F,) <
n+2pn = (14 2p)n.
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During Stage 1, we have wp(F,) < n, because Breaker claims an element of
F, in the simulated game MinBox(n,4n,p/2,4b) if and only if in the real
game he claims an edge incident with v. Therefore, wys(F,)4+wp(Fy) < 4n,
as stated. O

Claim 3.9. For every vertex v € V(K,), F, becomes inactive before
dp(v) > €l

Proof. Assume that F, is an active box such that wp(F,) = dp(v) >
€1 Since wp(Fy) —4b - wy(Fy) < 4b(lnn + 1), according to Theorem

it follows that wy(F,) > % — (Inn +1). With b = &5, we have
wy(Fy) > 3p(n — 1) — (Inn + 1) > 2pn, where p > 1061%. This is a

contradiction because F,, is active. ]

Claim 3.10. Walker is able to move from her current position to the new
exposure vertex.

Proof. Let w be Walker’s current position at the beginning of some round
t and let v be the new exposure vertex. This means that at the beginning
of round ¢t — 1, the box Fy, was active and we had dp(w) < E(L;D . If F,
is no longer active at the end of round ¢ — 1, then after Breaker’s move
in round t we have dp(w) < E(%i_l) + b. We need to show that Walker
can find a vertex y € V(K,,) such that edges wy and yv are not in E(B).
Since F, is a free active box and taking into consideration the value of b,

we have
2¢e(n—1)

5

and so Walker is able to move to v. OJ

dp(w) +dp(v) < +b<n—2

Claim 3.11. For every vertex v € V(K,,) we have that a.a.s. F, is active,
for as long as U, # 0. In particular, at the end of Stage 1 all edges of K,
are exposed a.a.s.

Proof. Suppose that there is a vertex v such that F;, is not an active box
and U, # (). Since F, is not an active box it holds that wys(F,) > 5| F,|.
Also, since U, # ), we have that f;(v) = 0. Maker could increase wy;(v)
at the moment when v became the exposure vertex, or when Walker had
success on edge vv’ where v’ is the exposure vertex. Consider the case
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when v was the exposure vertex. Since fr(v) = 0 it means that in the
exposure process Walker had success on at least £|F,| —1 = 2np — 1 edges
incident with v. Also, every time coin tossing brought success for an edge
incident with v, the degree of vertex v increased in H by one. It follows
that dy(v) > £|F,| =1 > 2(n — 1)p. By using Chernoff’s inequality [I],
we have

P[Bin(n —1,p) > 2(n — 1)p] < e~ =DP/3 = (1) .

n
Applying the union bound, it follows that with probability 1 — o(1), there
exists no such vertex.

Now, suppose that at the beginning of Stage 2 there is an edge uv € E(K,,)
which is not exposed. This means that U, # (. So, F, is an active box and
we have that wys (F,) < 2pn. Since F), is active it also holds that wp(F,) <
@, according to Claim Therefore, since was(Fy) +wp(Fy) < |Fyl,
the box F;, is free. But this is not possible at the beginning of Stage 2. A
contradiction. O

Claim 3.12. For every vertez v € V(Ky), a.a.s. we have fr;(v) < e(n—
1)p.

Proof. Failures of type Il happen in Stage 1 in case when Walker has
success on edge which is in E(B). During Stage 1, by Claim , for as
long as the box F), is active, for some v € K,,, we have dg(v) < @ . So,
for every v € V(K,,) there is a non-negative integer m < 5("57_1) such that
frr(v) is dominated by Bin(m,p). Applying a Chernoff’s argument [I]

with p > 1061% we obtain

1ge(n—=1)p
, 9 eg(n—1)p/5 (1

Thus, a.a.s. fi7(v) < s5e(n— 1)p for all v € V(Ky,). O

According to Claim Walker never played Stage 2 since she exposed
all the edges of K,, by the end of Stage 1. By Claim we know that for
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each vertex v coin tossing has brought success for at most

90

9
Zen—1
e(n—1)p< 9

10 99°%1 (V)

edges which were claimed by Breaker. So, it follows that for each vertex
v € V(K,) we have

90
der(v) > dg(v) — @gd}[( v) > (1 —¢e)du(v).
This completes the proof of Theorem [3.4] O

Proof of Theorem[2.5. When we know that Theorem holds, the proof
of this theorem is almost the same as the proof of Theorem 1.6 in [52].

Let C =C (%), p = Cl% where ¢ = max{C, 1000}, and let G ~ G(n,p).
Note that the property P := “being Hamiltonian” is (p, %)—resilient for

clnn

P2
Applylng Chernoff’s inequality [I], we obtain

P[d@(v)<2np} <€—’;§:0< >
G) >

Thus, by the union bound, it holds that a.a.s. §(G) %
Let R C G be a subgraph such that dg(v) < +de(v). Fo
have

np.
r R\ =G — R we

25 2
dp(v) > 2d =0 1/2+1
r(v) 60() 36" > 3P = (1/2+1/6)np

Theorem implies that graph R’ is Hamiltonian.
According to Theorem Walker can create a graph G’ € P in the

clnn

(2 : ﬁ) game on K. For p = it follows that Walker has a winning

strategy in (2 : m) WalkerfBreaker Hamilton Cycle game. Setting

36100 completes the proof. O

o =

3.4 Concluding remarks

We saw that when Walker’s bias is 2, she can win both the Connectivity
and the Hamilton Cycle game. From theorems and it follows
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that the threshold bias in the (2 : b) Walker-Breaker Connectivity game
and Hamilton Cycle game is of order of magnitude n/Inn which is the
same order of magnitude as in the corresponding (1 : b) Maker—Breaker
games.

Analysing other games. Now, we wonder how the situation changes
in other games involving spanning structures, when Walker’s bias is 2. For
example, it is not hard to show that for b = o(y/n) Walker can win in the
(2 : b) Pancyclicity game, that is, she can build a graph which consists of
cycles of any given length 3 <1 < n. Indeed, since for p = w(n_l/z) the
property P :=“being pancyclic” is (p, 1/2+0(1))-resilient (see Theorem 1.1
in [83]), by applying Theorem ﬂ with p and P we obtain that Walker has
the winning strategy in the (2 : @) Pancyclicity game on K.

It would be interesting to consider k-vertex connectivity game, for k > 2,

on K, to determine the largest value of b for which Walker can win the
(2 : b) Walker—Breaker k-vertex connectivity game on K,.

Different board. Another question that comes naturally is what hap-
pens if we change the board to be the edge set of a general graph G or
some sparse graph. How many vertices could Walker visit then in both
unbiased and biased games?
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Chapter 4

WalkerMaker—WalkerBreaker
games

We study WalkerMaker—WalkerBreaker (or WMaker—WBreaker, for short)
games on K, and prove theorems and WMaker—W Breaker
game is played by two players WalkerMaker (WMaker) and WalkerBreaker
(WBreaker) who alternately claim edges of a graph that are not chosen
by the opponent, and both players have the constraint to claim edges
according to a walk. Unlike the standard Maker—Breaker Connectivity
game on K,, where Maker wins in the optimal number of moves, n — 1,
Theorem [2.0] says that Maker, as a walker, will need to play at most two
moves more than it is optimal. Considering WBreaker’s side of the game,
Theorem [2.8 states that WMaker as the first player needs to play at least
n moves.

In the Hamilton Cycle game, it becomes more challenging for WMaker
to win fast. Theorem shows that she needs at most five more moves
than is the case in the standard Maker—Breaker Hamilton Cycle game.

This chapter is organized in the following way: in Section 4.1. we
describe WMaker’s strategy and prove Theorem [2.6] and Theorem [2.7]
in Section 4.2 we prove Theorem and in Section 4.3 we give some
concluding remarks.

At any point of the game, let M and B denote the graphs spanned
by edges of WMaker, respectively WBreaker, claimed so far. We use
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U to denote the set of vertices that are still unvisited by WMaker, i.e.
U = V(Ky,) \ V(M). For some vertex v we say that it is wvisited by a
player if he/she has claimed at least one edge incident with v. A vertex is
isolated/unvisited if no edge incident to it is claimed.

4.1 Building spanning structure fast

In both Connectivity and Hamilton Cycle game, WMaker’s strategy will
be first to create a path of length n — 4 ensuring that the vertex she visits
for the first time has a very small degree in WBreaker’s graph, less or equal
than 6, and that after each round the following holds:

o WMalker is positioned at a vertex which is incident with at most one
WBreaker’s edge that has the second endpoint in U,

e every WBreaker’s edge is incident with a vertex already visited by
WDMaker, and

e at most two vertices that are unvisited by WMaker can belong to
WBreaker’s graph.

In the Connectivity game, in the second phase of her strategy, WMaker
needs to find a way to add three remaining untouched vertices to her tree.
In the Hamilton Cycle game, the second part of WMaker’s strategy will
be to close a cycle of length n — 2 or n — 1, and in the last, third, phase
of her strategy she will embed remaining vertices in the cycle by claiming
edges between a vertex she wants to build in the cycle, and two vertices
which are connected by an edge in the cycle.

Let us define the following strategy S, which WMaker will use in the first
part of both of the games in order to win. WBreaker starts the game.

Strategy S For her starting vertex, WMaker chooses the vertex vy,
in which WBreaker has finished his first move, and claims an edge viu
such that dgp(u) = 0 (ties are broken arbitrarily). In every other round
WDMaker checks if there exists an edge e € E(B), e = pq, s.t. p,q € U,
and from her current position w claims wp, or wq, whichever is free.
If both wp and wq are free she chooses wp if dp(p) > dp(q), and wgq,
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if dp(q) > dp(p) (ties are broken arbitrarily). If no such edge exists,
WDMaker from her current position w claims a free edge wu such that
u € U and dp(u) = max{dp(v) : v € U}, ties broken arbitrarily, for as
long as |U| > 3. If all free edges wu are such that dg(u) =0 for all u € U,
then WMaker claims an arbitrary free edge wu.

First we will show that WMaker can play according to the strategy
S, and then show that the rest of the following statements hold, which
will be used in proving Theorem and Theorem

Lemma 4.1. In the (1 : 1) WMaker—WBreaker game on E(K,), WMaker
can follow strategy S for as long as |U| > 2.

Proof. In the first round, we know that WMaker for her starting position
chooses the vertex vy in which WBreaker has finished his first move and
claims the edge viu, u € U,dg(u) = 0. So, obviously WMaker can follow
the strategy S in the first round. The rest of the proof goes by induction
on the number of rounds k. Now we show for kK = 2. In the second round
WBreaker needs to claim an edge vix, where x € U \ {vg} or go along
the edge vivg again. Suppose first that he claimed vixz. As WMaker is
positioned at u, she can claim either of the edges uvy and ux, as both edges
are free and it holds that dp(vg) = dp(x) = 1 and for all y € U \ {x,vo}
it holds that dp(y) = 0. Otherwise, if he goes along vov; again, WMaker
claims wvg as that is the only vertex in U such that dp(vg) = 1. So, she
plays according to S in the second round. Assume that she can follow
the strategy S for 2 < k < n — 4 rounds. Now assume that in round
k+1 < n— 3 WBreaker claimed an edge b1bs, and now it is WMaker’s
turn to play.

Suppose first that by, b ¢ V(M). Denote WMaker’s current position by
w and suppose that WMaker is not able to visit either b; or by in round
k + 1. Tt follows that wby, wbe € E(B). Suppose that WBreaker claimed
these edges in the following order: bjw,wbs,bob;. This means that, in
round ¢ < k in which WBreaker claimed edge byw, WMaker moved to
some vertex different from b; and w, and that contradicts the induction
hypothesis that WMaker followed the strategy in round ¢ < k.

Now suppose that at least one of {b1,be} is in V(M), and suppose it
is by € V(M). Let w denote WMaker’s current position. As k + 1 <
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n — 3, it holds that |U| > 3. We will show that WMaker is always able
to claim a free edge incident to w whose other endpoint is in U. To
show that, we will prove that dp(w,U) < 2 holds before WMaker’s move.
Suppose, for a contradiction that dg(w,U) > 2 before WMaker’s move in
this round. Suppose dp(w,U) = 3. This implies that there exist three
edges wa,wb, we, such that {a,b,c} C U and suppose that they were
claimed in this order. Note that wc might be the edge b1bs. As WMaker
moved to w only in round k, and being that WBreaker is also a walker and
needs at least 4 moves to claim these 3 edges, the edge wa was claimed
by WBreaker in some round r < k. Since WMaker did not visit any
of the vertices {w,a} in that round, this leads to a contradiction with
the induction hypothesis that WMaker could follow her strategy in round
r. O

Directly from the strategy S and the previous lemma, we obtain the
following corollary, which will be extensively used in the rest of the paper.

Corollary 4.2. In the (1 : 1) WMaker—WBreaker game on E(K,,) strategy
S guarantees WMaker that after each round, every WBreaker’s edge is
incident with some vertex v € V(M).

Corollary 4.3. In the (1 : 1) WMaker-WBreaker game on E(K,), as
long as \U| > 2, strategy S guarantees that after each round WMaker is
positioned at some vertex w such that dp(w,U) < 1.

Proof. This already holds after the first round. Suppose that after some
round ¢ > 1 WMaker is at vertex w such that dg(w,U) = 2, that is
wu, wu' € E(B), for some u,u’ € U and suppose that WBreaker claimed
wu before wu'. Assume also that it is again WBreaker’s turn and he claims
some edge incident with v/ € U in round 7 + 1.

This contradicts Corollary because when WBreaker claimed wu in
round ¢ — 1, WMaker visited some vertex different from w and u, and after
that round, wu was WBreaker’s edge not incident with V' (M). It follows
that vertex in which WMaker is positioned at the end of each round can
have degree dp(w,U) < 1. O

Corollary 4.4. In the (1 : 1) WMaker—WBreaker game on E(K,), the
strategy S guarantees WMaker that, as long as |U| > 2, after WBreaker’s
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move (and before WMaker’s move) in some round i > 2, vertex w in
which WMaker finished her previous move, can have degree dg(w,U) < 2.
If dg(w,U) = 2, then WBreaker finished his move in round i — 1 at vertex
w.

Lemma 4.5. In the (1:1) WMaker-WBreaker game on E(K,), strategy
S guarantees WMaker that, as long as |U| > 2, after each round there can
be at most 2 vertices from U belonging to V (B).

Proof. The proof goes by induction on the number of rounds k. After the
first round, there is only one vertex from U visited by WBreaker. This is
the vertex that WBreaker chose for his starting position. Also, after the
second round, no matter how WBreaker plays, applying strategy S, there
can be at most one vertex in U NV (B). Suppose that after 2 < k <n—4
rounds, there were at most two vertices from U visited by WDBreaker.
Assume that WBreaker played his move in round k£ 4+ 1 and now it is
WDMaker’s turn to play her move in round k 4 1. Suppose that there are
at least 3 vertices in U NV (B). Being that WBreaker is a walker, he can
visit one additional vertex from U in his move. So, there can be at most
3 vertices in U N V(B). If WMaker cannot visit any of them in round
k 4+ 1, it means that all three of them are adjacent to her current position
at vertex w, and so dg(w,U) = 3. As WBreaker claimed only one edge
in his (k + 1)®" move, it must be an edge incident to w, and we obtain a
contradiction to Corollary after round k. O

Corollary 4.6. In the (1 : 1) WMaker-WBreaker game on E(K,),
WMaker can build a path P of length n — 3 (with n — 2 vertices) in n — 3
moves by playing according to strategy S.

Proof. Suppose that WMaker already built a path P of length n — 4
(v(P) = n—3). Let U = {uj,u2,us}. Let vertex w be WMaker’s cur-
rent position. If wu; € E(B) for every ¢ € {1,2,3}, this means that after
WBreaker’s move in this round we have dp(w,U) = 3 and this contradicts

Corollary [£.4] O

Lemma 4.7. In the (1:1) WMaker—WBreaker game on E(K,,), strategy
S guarantees WMaker that for every vertex x € U, dp(x) < 6 holds at the
moment when WMaker visits it for the first time.
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Proof. Assume that WBreaker touched vertex z for the first time in some
round ¢ using the edge ax. We will show that dg(z) < 6 at the moment
WDMaker visits it. We analyse the following cases:

Case 1 WDMaker was already positioned at vertex a at the beginning of
round ¢, and after WBreaker claimed ax, there can be at most 2 additional
vertices u1, ue from U visited by WBreaker before WMaker’s move in round
i, according to Lemma

In our analysis, we will assume that both vertices u,us € U are in V(B).
When only one of vertices uj,ug € U is in V(B) or none of them belong
to V(B), the analysis is similar, but much simpler.

Case 2 WDMaker’s current position is at some vertex w and she visits a
for the first time in round i. Beside the vertex x € U there can be at most
one vertex from U visited by WBreaker after round ¢, according to Lemma
[4.5] Denote this vertex with «’. In our analysis we will assume that there
exists such vertex v’ € U NV(B). Otherwise, the analysis is similar, but
much simpler.

Case 3 WNMalker is at some vertex w # a at the beginning of round i and
a € V(M). There can be at most 2 additional vertices uy,uz € U NV(DB)
before WMaker’s move in round 4, according to Lemma [4.5

In our analysis, we will assume that both vertices uj,us € U are in V(B).
When only one of the vertices uj, ug € U is in V(B) the analysis is similar
but much simpler. If none of these two vertices belong to V(B), WMaker
moves from w to x in round ¢, which completes the analysis.

In the following we analyse all three cases separately.

Case 1 By Corollary[£.4]it is not possible that all three edges az, auy, aug
are in F(B), and so WMaker can move to some u;, @ € {1,2}, say u;.

If WBreaker in round 7 + 1 moves to vertex b € V (M), then, if dg(z) >
dp(ug), following S, WMaker moves to x from u;. Otherwise, she moves
to ug (suppose she moves to ug even if dp(uz) = dp(x)). The edge ujus ¢
E(B), otherwise we will have a contradiction with Corollary before
round ¢. Also, edges uix,uox ¢ FE(B), since WBreaker visited x for the
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first time in round 7 by claiming ax. In the following round, ¢ +2, WMaker
claims uox applying strategy S, because after WBreaker’s move in this
round there will be no edges with both endpoints in E(B), or vertices
from U whose degree in B is larger than dp(x) = 2.

However, if WBreaker claims the edge xb, in round i + 1, for some b €
U,b ¢ {ui,u2}, WMaker must move from u; to b or x. Since dg(x) = 2
and dp(b) = 1, the strategy S will tell her to choose the edge ujx. This
is as uix,u1b ¢ E(B) (otherwise it would contradict Corollary before
round ).

If WBreaker chose edge zu; in round 7 + 1, WMaker moves from wu; to us
(uruz ¢ E(B) due to Corollary [£.2), and in round i + 2 claims usz.

If WBreaker chose edge zus in round ¢ + 1, then, if dg(x) > dp(u2),
following S, WMaker moves to x. Otherwise, she moves to uy (suppose she
moves to ug even if dg(uz) = dg(z)). Now for all u € U \ {z}, dp(u) = 0.
In round i + 2, WMaker claims ugm; for some my € U, dg(mq) = 0. If in
round 7 + 3, WMaker is not able to claim mjz, this means that:

i. WBreaker returned to x along usx in round ¢ + 2 and in round i + 3
he claimed zmj. Then, WMaker moves from m; to some ms € U in
round i+ 3. So, in round 7+ 4, she will be able to claim mox. In that
moment we would have dg(x) = 3 because in this round WBreaker
could have either returned to x along mix or claimed myv, for some
veV(Ky),v#z (and dp(v) < dp(x)). The edge maox is free in the
moment when WMaker wants to claim it. Otherwise, we will have a
contradiction to Corollary [.2] before round i + 3.

ii. WBreaker claimed edges usy; and y1ys for some y1,yo € U, in rounds
i+ 2 and ¢ + 3, respectively. Since y1y2 € FE(B) is not incident
with V/(M), WMaker must visit y; or yo from m; in round i + 3.
Corollaryimplies that edges y1mi,yamy ¢ E(B). Since dp(y;) >
dp(y2), WMaker moves to y;. If WBreaker moves to some vertex v ¢
U or to v = 2z, WMaker can claim y;2 (and dp(x) < 3). Otherwise,
if WBreaker claims yoy3 for some y3 € U, in round ¢ + 4, strategy
S will tell WMaker to claim y;ys, because edge yoys is not incident
with V(M). If WBreaker claims yzv’ for some v’ # x, WMaker visits
x along the edge ysz. Otherwise, if WBreaker claims ysx, WMaker
claims ys3mag, for some my € U (and it holds that dg(me) = 0). At
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that point dp(x) = 3.

If dg(z) = 4 in round i + 6, when WBreaker claimed zmso, WMaker
moves from mo to yo, and afterwards, in round ¢ + 7, she moves
from ys to x, where dp(x) = 4. Since WBreaker finished his move
in round 7 + 6 at vertex mg, he is not able to prevent WMaker from
visiting = in round i 4+ 7. If WBreaker claimed zu, u # mg, in round
t + 6, WMaker can visit x in this round by moving along the edge

moX.

Case 2 WDMaker is at vertex a at the beginning of round ¢ + 1. If
WBreaker claims xb, where b € V(M), then WMaker moves to v’ € U
and in the following round claims u'z. This edge is free, otherwise it
would contradict Corollary before round 1.

From now on, suppose that WBreaker claimed xb, where b € U in round
i+ 1. By S, WMaker must claim the edge ab. Also, Corollary [£.2] implies
that ab ¢ E(B).

Consider the following situations:

i. WBreaker claims edges bc and cx, ¢ € U, in rounds ¢ + 2 and ¢ + 3,
respectively.

a)

Let ¢ # u/. Then WMaker claims bu’, v’ € U in round i + 2. In
the following round, WMaker is able to claim u'z or u'c (due
to Corollary before round i), but she will move to vertex z,
because 3 = dp(z) > dp(c) = 2.

In case b = v/, WMaker first moves from b to some m; € U in
round 7+ 2, and then visits x along the edge m;x in round ¢+ 3.

If ¢ = o/, then WMaker moves from b to some m; € U in
round ¢ + 2. Since dp(c) > dp(z), after WBreaker claims cz in
round i + 3, suppose that WMaker claims mic (even if dg(c) =
dp(z), as otherwise WMaker claims miz and that completes
the argument). Now for all w € U \ {z}, it holds that dp(u) =
0. In the next round suppose that WBreaker claims xy;. If
y1 € V(M), WMaker moves from ¢ to some y € U, in round
i + 4, and then claims yzx in round 7 + 5, which completes the
analysis (at that moment dg(z) = 4).

If y1 € U, WMaker moves from ¢ to y; and then she claims
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b.1)

b.2)

y1me for some mo € U in round ¢ + 5. If WMaker is not able
to visit z in round ¢ + 6, this means one of the following;:

WBreaker returned to x along the edge y1x in round ¢ + 5 and
then he claimed xmsy in round i+ 6. So, WMaker needs to move
to some mg € U in round ¢ + 6 and in the following round she
is able to visit by claiming the edge msz, where dp(x) = 5.
WBreaker is not able to prevent WMaker from visiting x in
round 7 + 7 since he finished his previous move at vertex meo.

WBreaker claimed y;y2 and yoys, for some y2,ys € U, in rounds
14+ 5 and © + 6, respectively. Since yoy3 is not incident with
V(M), WMaker needs to move from mg to y2 or ys3 in round
i+6 (both edges are free to claim at that moment, as otherwise
it would contradict Corollary before round i + 5). Since
2 = dp(y2) > dp(ys) = 1, she moves to yo, as it is illustrated
in Figure 4.1

Y1

Figure 4.1: WMaker’s and WBreaker’s moves in Case 2.i.b.2) when ¢ = v’.
Dashed lines show WMaker’s moves and solid lines represent WBreaker’s moves.
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If WMaker is not able to visit z in round 4 + 7, this means
that there is, again, an edge in E(B) not incident with V' (M).
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ii.

iii.

That is, WBreaker claimed y3y4 for some y4 € U. So, WMaker
moves to y4 (note that dp(ys) = 1, so WMaker can make this
move). In round ¢ + 8, WBreaker can make degree 5 at vertex
x by claiming y4x and in this way he prevents WMaker from
visiting . Then, WMaker claims y4mg for some ms € U, again
it holds that dg(ms) = 0 and dp(y3) = 2, but the edge y4ys3
is already taken by WBreaker. If she is not able to move to
x in round i + 9 because WBreaker claimed xmg (and at this
moment dg(z) = 6), WMaker moves to y3 and in the following
round, i + 10, she claims ysx. WBreaker is not able to prevent
WDMaker from visiting x, because he finished his move at vertex
mg in round ¢ + 9.

WBreaker claims bc and cyy, for ¢,y € U, in rounds i + 2 and i + 3,
respectively. In this case, WMaker first moves from b to some v € U.
Then, according to the strategy S, she needs to move to ¢, since cyy
is not incident with V(M) and dp(c) > dp(y1). If b # «’ and ¢ # o/,
then u = o/. If b = v/, WMaker already visited b. Also, if ¢ = o/,
WDMaker already visited c.

If in the next round WBreaker claims yjv, for some v € V(M),
WMaker will be able to claim cx. Otherwise, if WBreaker claims
edge Y112 for some yo € U, in round ¢ + 4, WMaker needs to move
from ¢ to vertex ys (this is possible as dp(y2) = 1 and its only
neighbour in B is y;). If afterwards WBreaker claims y2v” for some
v' # x, then WMaker visits x along the edge yox, where dp(z) = 2.
Otherwise, if WBreaker moves from y2 to z and dg(x) = 3, then
WMaker must move to some m € U (at that point dg(m) = 0). In
round ¢ + 6, it is possible that dg(z) = 4 if WBreaker claims either
the edge xm or xy, for some vertex y # m. If WBreaker claims
xm, WMaker claims my; and in the following round, ¢ + 7, WMaker
claims yyx. Whatever WBreaker plays in round ¢ 4+ 7, he will not
be able to prevent WMaker from visiting x. Otherwise, if WBreaker
claimed xy,y # m, in round ¢ + 6, WMaker visits « in this round.

If WBreaker returned to x along the edge bx in round i + 2, then
WDMaker moves to some my € U along the edge bmy (if b # o/
WMaker moves to m; = v’ ). In round i + 3, WBreaker can claim
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xmy and then dp(x) = 3 (otherwise, WMaker claims mjz and then
dp(x) = 2). In this case, WMaker must move to some mg € U
(mamy ¢ E(B), otherwise it is a contradiction to Corollary [4.2 after
round 7 + 1). Whatever WBreaker plays in round i + 4, he will not
be able to prevent WMaker from moving to vertex x along the edge
max, because WBreaker finished his move in round ¢+ 3 at the vertex
mi.

Case 3 According to Corollary dp(w,U) < 1 after round i — 1.
Since WBreaker claimed ax in round i, WMaker is able to move from
w to some u;, say ui, and to x, because dp(x) = 1 and z is adjacent
only to a in B. If dg(u1) > dp(z), she needs to move to u;. The edges
xuy, xug, uiug ¢ FE(B) due to Corollary Otherwise, she moves to x
which completes the analysis.

In round ¢ 4 1, suppose that WBreaker claims zb. If b = uo, WMaker
moves to b = ug since dg(b) > dp(z). The further analysis is similar to
Case 1 so we skip details.

If b = w1, then WMaker moves to ug and in the following round, 7 + 2, she
moves to x (this is possible as zuy ¢ E(B)). At that moment dp(x) = 2.
If b€ U and b ¢ {uj,uz}, then WMaker needs to move from u; to = or
b because xb is not incident with V/(M). Since dp(x) = 2 and dp(b) = 1,
she moves to .

If b € V(M), WMaker first moves to ug, if dg(uz) > dp(x) (suppose that
she moves to ug even if dp(uz) = dg(x)), and then claims usz. Otherwise,
she visits « in round i+ 1 along the edge u;x. In both cases at the moment
when WMaker visits z, dp(z) = 2. O

Finally, we need the following two lemmas.

Lemma 4.8. In the (1:1) WMaker-WBreaker game on E(K,), strategy
S guarantees that if WBreaker visits a vertex w € U in some round 2 <
i <n—6 from a vertex m € V(M), different from her current position,
WMaker will visit u at latest in round i + 2.

Proof. Suppose that WMalker is at some vertex w at the beginning of round
i. Suppose that before WBreaker visits u arriving from m, he arrives to
m (in round ¢ — 1) from some vertex b on his path. By Lemma [£.5 at that
point there are at most two vertices in U NV (B), say p and ¢ (note that
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one of them can be u).

First suppose that both of them exist. If WMaker couldn’t visit any of
them from her current position, say g, in round ¢ — 1, that means that
one of the {p,q} is m (due to Corollary [4.4), which is not the case. So,
suppose that WMaker visits ¢ in that round and ¢ # u, i.e. w = ¢. Due
to Corollary the edge wp ¢ E(B). After WBreaker’s move in round
1, if p = u, then WMaker visits © which completes the claim. Suppose
that u # p. Due to Corollary [£.2) wp, wu ¢ E(B). If dg(p) < dp(u), then
WMaker visits w in her i*" move and the proof is complete. Otherwise
dp(p) > dp(u) and suppose that WMaker visits p in her i®® move even if
dp(p) = dg(q). Note that now for all v € U \ {u} it holds that dg(v) = 0.
If WMaker cannot visit u in her (i 4+ 1)** move, this means that WBreaker
claimed the edge up in round i 4+ 1, and WMaker visits some vertex ¢t €
U. Whichever vertex WBreaker visits in round i + 2, strategy S will tell
WDMaker to visit u in this round.

Now, suppose that there is only one vertex p € UNV(B), when WBreaker
arrives at m in round ¢ — 1. If WMaker cannot visit p in round ¢ — 1,
then w is a vertex from U such that dg(w) = 0. After WBreaker’s '}
move, suppose that WMaker visits p by playing by S (otherwise the claim
is satisfied). If WMaker cannot visit u in her (i 4+ 1)** move, this means
that WBreaker claimed the edge up in round i + 1, and WMaker visits
some vertex t € U, and dp(t) = 0 and afterwards she visits u in round
1+ 2. This completes the claim.

If UNV(B) = after WBreaker’s move in round i — 1, then WMaker can
visit u in round 7 along the edge wu. O

Lemma 4.9. Let 3 <i < n—6 and Vi denote V(M) before WMaker’s
move in round i — 1. In the (1 : 1) WMaker-WBreaker game on E(K,),
strategy S guarantees that if WBreaker visits a vertex uw € U in some round
1 and then a vertex m € Vi in round ¢ + 1, WMaker will visit u at latest
m round i + 2.

Proof. Suppose WMaker is at some vertex w before her " move.

WBreaker visits « in round ¢ from some vertex b. We distinguish between
the two cases:

1. be V(M). If b # w, WMaker will visit u at latest in round i + 2,
due to Lemma [1.8}
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Otherwise, according to Lemma [£.5 there can be at most 2 other
vertices p,q in U N'V(B) when u is visited for the first time.
Suppose that both vertices exist. The edge pg ¢ E(B) due to Corol-
lary[4.2] As dp(w,U) < 2 before her move in round i (Corollary [1.4)),
she can visit one of the vertices in {p,q}. Suppose that the strat-
egy S tells her to visit ¢. In round ¢ 4+ 1, WBreaker moves to
some m € Vjs, according to the assumption of the lemma. Still,
there are 2 vertices in U N V(B), p and u and pu ¢ E(B). If
dp(u) > dp(p), then WMaker visits u which completes the proof.
Otherwise, dp(p) > dp(u) and suppose WMaker visits p in round
i+ 1 (even if dg(p) = dp(u)). No matter how WBreaker plays his
(i +2)"! move, WMaker visits u by playing according to the strategy
S in round 7 + 2.

Suppose that only one other vertex, say p, exists in U N V(B)
after WBreaker’s move in round 4, that is {p,u} € UNV(B). If
dp(w,U) = 2, then, in round i, WMaker claims an edge wt, for some
t € U and dp(t) = 0 (note that dp(v) = 0 for all v € U \ {p,u}).
After that, the analysis is same as above, applied to t = q.

If dp(w,U) = 1, WMaker claims wp in round 4. In the following
round, WMaker can visit u, as WBreaker moves to m € Vs and due

to Corollary [4.2] the edge pu ¢ E(B).

. Let b € U. There can be at most one more vertex, say p, in

UNV(B). Since WMaker is at vertex w at the beginning of round
i and WBreaker is at vertex b, we have dg(w,U) < 1, due to Corol-
lary and Corollary The edge bp ¢ E(B) due to Corollary
WDMaker needs to visit u or b, according to the strategy S. If she
visits u, this completes the proof. Otherwise, suppose she visits b. In
the following round, i+ 1, as WBreaker moves from u to some vertex
m € Viy, WMaker claims bp in this round. No matter how WBreaker
plays in round ¢ + 2, he will not prevent WMaker from visiting u in
this round by claiming the edge pu. If only b,u € U NV (B) after
WBreaker’s move in round ¢, then the analysis is almost the same as
the previous analysis with ¢ = p, for some t € U, such that dg(t) =0
before WMaker’s move in round 4 + 1.
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In the following we prove Theorem [2.6| and Theorem 2.7

WMaker—WBreaker Connectivity game

Proof of Theorem[2.0, At the beginning of the game, all vertices are iso-
lated in WMaker’s graph and U = V(K,,). The strategy of WMaker in
this game is divided into following two stages.

Stage 1 In this stage WMaker builds a path P of length n —4 in n — 4
rounds, by playing according to the strategy &, which is possible due to

Corollary [£.6]

Stage 2 During the course of this stage WMaker visits the three
remaining vertices in at most 5 additional moves. At the beginning of this
stage suppose that WMaker is at vertex w and U = {u1,u2,uz}. Assume
that it is WMaker’s turn to play her move in round n — 3. Corollary
implies that dp(w,U) < 2.

First, suppose that vertex w is such that dg(w,U) < 1. Let wu; € E(B).
Since WMaker visited w in round n — 4 this means that WBreaker must
have claimed wu; in this round. Otherwise, if WBreaker claimed this
edge earlier, then we would have a contradiction to Corollary [.2] before
round n — 4. If WBreaker finished his move in round n — 4 at vertex
uy, then in his (n — 3)* move he could claim uju;, for some i € {2,3}.
Suppose that ujuy € E(B) and WBreaker is at ug. This edge could not
exist earlier, because it would be a contradiction to Corollary [£.2] Also,
the edges ugus,ujug ¢ F(B) because of Corollary In round n — 3,
WDMaker claims the edge wus and in the following round she moves to .
WBreaker is not able to prevent WMaker from claiming usu; because he
finished his (n — 3)™ move at the vertex us.

In round n — 3, when WMaker visited usg for the first time, we had
dp(uz) < 6 (according to Lemma [L.7). Since u1,us were still unvisited by
WMaker in round n—3, we have dg(u;),dp(u2) < 8, in round n—1. Since
dp(uy, V(P))+dp(uz, V(P)) < v(P), there exists a vertex v € V(P) such
that uiv and vug are free. She claims ujv in round n — 1. If WMaker
is not able to claim vug in round n, this means that WBreaker finished
his move in the previous round at vertex wo, so he was able to prevent
WMaker from visiting us by claiming usv in his n*® move. Then WMaker
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moves to some v’ € V(P) such that edges vv’ and v'ugy are free. We need
to prove that such vertex v’ exists.

Let P =P\ {v,u1}.

Since dp(u2) < 6 in round n — 3, we have dp(uz) < 8 before WMaker’s
move in round n. So, if dg(v,V(P')) + dg(ug, V(P')) > v(P') = n — 3,
it follows that dp(v,V(P')) > n — 11. To make such a large degree at
vertex v, WBreaker needed at least 2(n — 11) — 2 moves because he is also
a walker. Since he played exactly n moves, this is not possible.

So, in round n WMaker claims vv’ and, in the last round, n + 1, she
moves to ug. WBreaker is not able to prevent WMaker from claiming
v'ug, because he finished his move in round n at vertex v.

Let dp(w,U) = 2 before WMaker’s move in round n — 3 and let
wuy, wuy € E(B). From Corollary [1.3| we know that WBreaker has moved
to uqp or us from vertex w in his last move, because at the end of round
n — 4 when WMaker came to w, we had dp(w,U) < 1. Assume that
WBreaker is at vertex us. Edges ujug, ugus, ujug ¢ E(B). Otherwise, this
would mean that WBreaker claimed some of these edges in some round
before round n — 3 and we would have a contradiction to Corollary
WDMaker claims wus in round n — 3. If in the following round WBreaker
moves to ug, WMaker claims wgu; and then wius in round n — 1.
WBreaker is not able to prevent WMaker from claiming u;us because he
finished his move in round n — 2 at vertex us.

If WBreaker moves to w1 in round n — 2, WMaker claims ugus. In round
n — 1 WMaker identifies a vertex v € V(P) such that edges usv and
vup are free. Similarly as above we can prove that such vertex v exists.
WDMaker claims usv in round n — 1 and in round n, she claims vuq. Since
WBreaker must move from u; in round n — 1, he can not prevent WMaker
from claiming vu; in the last round n.

Otherwise, WMaker can visit the remaining two vertices in two moves. [

WMaker—WBreaker Hamilton Cycle game

Proof of Theorem[2.7. First, we describe WMaker’s strategy and then
prove that she can follow it. At the beginning of the game U = V(K,).
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Stage 1 In the first n—4 rounds WMaker builds a path P of length n—4
(with n — 3 vertices) by playing according to the strategy S.

Stage 2 In the next at most 4 rounds, WMaker closes the cycle of length
n—2orn—1.

Denote by vy the vertex in which WMaker starts the game. In round n—3,
WMaker from her current position moves to vertex u; € U, i € {1,2,3}
which is not incident with vy in B. If WMaker can claim the edge w;v1 in
her following move, then she claims it and creates a cycle of length n — 2.
Otherwise, she moves to u; along the edge u;u;, where 4, j € {1,2,3} and
1 # j, in round n — 2.

If the edge u vy is free after WBreaker’s move in round n — 1, WMaker
claims this edge and closes the cycle of length n — 1.

Otherwise, she finds a vertex v € V(P) such that edges ujv and vv; are
free. WMaker first claims the edge ujv and then in the following round,
n, she claims vv; and thus closes the cycle of length n — 1.

Stage 3 Depending on how Stage 2 ended, WMaker completes the
Hamilton cycle in at most 8 rounds. The details follow in the analysis of
this stage.

We now prove that WMaker can follow her strategy.

Stage 1 Corollary [£.6] implies that WMaker can follow her strategy in
Stage 1 and build the path P of length n — 4, thus visiting n — 3 vertices
in n — 4 moves.

Stage 2 At the beginning of round n—3, WMaker is positioned at vertex

x and U = {uy,uz,us}. We know that WMaker started the game at the
vertex v1 and we consider several cases.

Case 1 WBreaker is not positioned at vertex v; at the beginning of
WDMaker’s move in round n — 3.

Case 1.a Suppose that dg(z,U) = 2 before WMaker’s (n — 3)*4 move.
Let uyz,ugz € E(B). From Corollary we know that uzx ¢ E(B),
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because after WBreaker’s move (and before WMaker’s move) in each round
we can have dg(z,U) < 2. Also, WBreaker must be positioned at uy or ug,
that is, one of the edges, uix or usx is the edge which WBreaker claimed in
his last move. Otherwise, we would have a contradiction to Corollary
and Corollary @ Suppose that WBreaker finished his (n — 3)™ move at
vertex uj.

Claim 4.10. For alli € {1,2,3}, viu; ¢ E(B), before WMaker’s (n—3)™4

move.

Proof. Suppose that at least one of these three edges is in WBreaker’s
graph.

Based on the assumption of Case 1.a, we know that WBreaker claimed the
edge uox in his (n —4)™ move, and the edge zu; in his (n — 3)*! move. In
round n — 5 he moved to us from some vertex. Assume that this vertex
is v1. So, ugu; € E(B). Following the proof of Lemma line by line
with m = v1, WMaker would visit uo in round n — 4. A contradiction, as
she visited x in this round. Note that if the edge vius existed earlier, the
analysis is either the same or if WBreaker claimed usv1, by moving from
u2 to vy, in some round k < n — 7, then by Lemma WDMaker could
visit ug at latest in round k + 1 < n — 6, which is a contradiction.

If ujv; € E(B), then it follows that WBreaker could claim it, at latest, in
round n — 6. By similar analysis as above, we can conclude that this is
also not possible.

Now suppose that vius € E(B). If WBreaker in some round &k < n —7
moved from ug to vy, then Lemma[4.9]implies that WMaker would visit ug
at latest in round n — 6. A contradiction. Otherwise, WBreaker in some
round k£ < n—8 moved from his current position p to vertex v; and then in
round k + 1 he claimed viug. Applying Lemma [£.§ with m = vy, WMaker
visits ug at latest in round £ + 3 < n — 5. A contradiction. ]

Claim gives that in her (n — 3)'! move, WMaker can claim the edge
zugz and in the following round, n — 2, she can close a cycle of length n — 2,
by claiming the edge usv;.

Case 1.b Suppose that dg(z,U) = 1 before WMaker’s move in round

n — 3. Let zu; € E(B). Since WMaker visited x in round n — 4, this
means that WBreaker claimed zu in round n — 4, as otherwise this would
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contradict Corollary before round n —4. If WBreaker finished (n —4)%
move in z, after his move in round n — 3 we can have Case 1.a. which
we already considered. If WBreaker moved to some v on WMaker’s path
v # v1, then WMaker could close a cycle of length n — 2 in the next two
moves.

Assume that WBreaker finished his (n — 4)"" move in ;.

Claim 4.11. After round n — 4, uw;vy ¢ E(B) for each i € {1,2,3}.

Proof. Suppose that 3i € {1, 2, 3} such that viu; € E(B). Since WBreaker
moved from x to u; in round n — 4, it follows that in round n — 5, he came
from some vertex p to x. We know that p ¢ {u1, u2,us} following S and
due to Corollary [£.2] Thus, it could happen that WBreaker claimed ugp
(or uyp or ugp) in round n — 6 and in round n— 7, he claimed vyug (or viug
or vius). Let viug,usp € E(B). By Lemma with m = v1, WMaker
visits ug at latest in round n — 5. A contradiction.

If WBreaker moved from w;, i € {1,2,3} to v; in some round k < n —
6, then by Lemma [1.9) WMaker could visit u; at latest in round k + 1.
A contradiction. Thus, after round n — 4, all edges ujv1, uovi,usvy are
free. O

If WBreaker, in his (n — 3)'! move, claims ujusy (respectively to ujus),

then WMaker moves from z to us (or uz). In the following round, n — 2,
she claims uzvy (or ugvy), which is free according to Claim and closes
the cycle of length n — 2.
If WBreaker, in his (n— 3)rd move, claims ujvq, then WMaker moves to uo
or ug. Suppose WMaker claimed xus. In the following round WBreaker
can claim viug. So, WMaker is not able to close the cycle of length n — 2
in round n — 2. In that case, she moves to ug along ugug (ugus ¢ FE(B) as
this contradicts Corollary [4.2) before round n—3). In round n—1, WMaker
moves from uz to v; and makes a cycle of length n — 1. WBreaker cannot
block her because he finished his (n—2)"d move at vertex us. The analysis
is the same if WMaker claimed zug in round n — 3.

Case 1.c Suppose that dg(z,U) = 0 before WMaker’s move in round
n—3.
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Claim 4.12. Before WMaker’s (n — 3)*% move, there can be at most two
vertices from U adjacent to vi1 in B.

Proof. If ujvy, ugvy,usvy € E(B), then WBreaker spent at least 4 moves
to do this. Assume that he claimed edges in this order: wjvi,vius, usv1
and vius. Thus, he moved from u; to v1 in round k < n — 6. Applying
Lemma .9\ we conclude that WMaker can visit uq at latest in round k+1 <
n—>5. A contradiction. Similarly, if WBreaker first visited u; coming from
vertex v; € V(M) in round k < n — 7, then by Lemma [4.§8| with m = vy,
WMaker visits u; at latest in round &k +2 < n — 5. A contradiction. O

Claim [£.12] implies that there can be at most two vertices from U,
adjacent to v1 in B. If there are exactly 2 vertices, say u1, us adjacent to
vy, then in the similar way as in the proof of Claim [.12] we can show
that WBreaker finished his last move, in round n — 3, in vertex u; or us.

In her (n — 3)* move, WMaker claims xuz. Whatever WDBreaker
plays in round n — 2, he will not be able to prevent WMaker from claiming
uzvy in this round. Thus, WMaker closes the cycle of length n — 2 in
round n — 2.

Case 2 Suppose that WBreaker is at vertex vy after his move in round
n—3.

Claim 4.13. It is not possible that at the same time u;vi,u;v1 € E(B)
for some i,j € {1,2,3}, i # j and that WBreaker is at vy after his move
mn round n — 3.

Proof. If the assertion of the claim was true, it would mean that WBreaker
spent at least three moves claiming edges in the following order: u;v1, viu;
and ujvy, for some i, j € {1,2,3},4 # j. This is not possible because of the
following. Let ¢ = 1 and j = 2. Suppose that WBreaker came to vertex
uq in round k < n — 6 from some vertex p which was on his path because
WBreaker is a walker, and then to a vertex v; € V(M) in round k + 1.
By Lemma WDMaker visits u; at latest in round £ +2 < n —4. A
contradiction.

If WBreaker came from wv; to w; in some round & < n — 6, then by
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Lemma [£.8 with m = vy, then WMaker would visit u; at latest in round
k+2<n-—4. A contradiction. O

Claim implies that there can be at most one edge viu; € E(B) for
i € {1,2,3}. Thus, suppose that edge vius € E(B), that is, WBreaker
came from uy to v1. WMaker is at vertex . We know that dg(x,U) <1
because of Corollary and because in his last move WBreaker moved
to v1. Suppose the edge zuy is free. WMaker claims it. If edge viuy is
free at the beginning of WMaker’s (n — 2)" move, then WMaker claims it
and closes the cycle of length n — 2. Otherwise, this means that WBreaker
claimed this edge in his (n—2)"! move (Claim [4.13). In this case, WMaker
moves to ug. The edge ujus must be free due to Corollary after round
n — 4. In round n — 1 WBreaker is not able to prevent WMaker from
claiming the edge usv; because he finished his previous move at vertex u;.
So, the cycle of length n — 1 is created in WMaker’s graph.

Therefore, WMaker is able to create a cycle of length n — 2 or n — 1.

Stage 3 Depending on how Stage 2 ended we analyse two cases.

Case 1 Suppose that WMaker created a cycle C' of length n — 2. She
played exactly n — 2 rounds. WMaker’s current position is at vertex ;.
Denote by v,_o the vertex which was last visited by WMaker in round
n —3. Let U = {uj,uz}. In round n — 1 WMaker returns from v; to
vertex v,_3. Lemma guarantees that dp(u;) < 6 for all ¢ € {1,2,3}
in round n — 3 (in which WMaker visited v,—_2) and so in that moment
dp(u;, C) < 6 for ¢ € {1,2}. It follows that, after WBreaker’s move in
round n, vertices uy, uo, v,—2 can have degree at most 8 in B towards cy-
cle C. Since v(C') = n— 2, by pigeonhole principle, there are 3 consecutive
vertices w1, wo, ws on cycle C' such that there are no WBreaker’s edges be-
tween {wi,wq,ws} and {u1,ug,v,—2}. Since n is large enough, there are
at least 4 such triples (with at least 6 vertices if triples are not disjoint).
If one of these 6 vertices, say t, is such that dg(t) > (n + ¢)/4, for some
constant ¢ > 0, WMaker will choose another triple not containing such a
vertex. Taking into consideration that both players are walkers, there can
be at most one vertex in V(K,), with such a large degree. Otherwise, this
would mean that WBreaker played more than n moves.

WDMaker first claims the edge v, _ows in round n. If in the following round,
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Up—2 Vp—2
U1
T = v,_ v _
n—3 1 r=v,_3
w1 w3 wq w3
W2
w2
o °
Uy u
2 (51 U2
C := v1Vp_2...W3WaUsW1... V] C := v1... W WaUW3... Vyy_2V]

Figure 4.2: WMaker’s cycle C of the length n — 1 after round n + 2.
Left (right) figure illustrates the case when WMaker claimed usw; (usws) in
round n + 2.

WBreaker claimed the edge w;u; for some i € {1,2,3}, then WMaker
chooses edge waug (otherwise, if he claimed wj;ug, we just interchange the
vertices u; and ug) and in round n + 2 closes the cycle C' of length n — 1
by claiming either the edge usw; or usws, as both are free. This is illus-
trated on Figure If WBreaker did not claim any of edges w;u1, w;us,
for ¢ € {1,2,3}, in round n + 1, then WMaker moves from ws to either of
these two vertices u1, uz. In round n+ 2, she moves from chosen vertex (uy
or ug) to wy or wsy, because WBreaker could not claim both edges w;w;
and u;ws in round n + 2, where u;, i € {1, 2}, is the vertex which WMaker
chose in the previous round.

Let U = {u;1}. Suppose that WMaker finished her last move at w;. Con-
sider the following cases.

a) WBreaker finished his (n + 3)™ move at vertex u;. Then WMaker
returns from wy to vertex uo which now belongs to C. By similar rea-
soning as above, knowing that dp(u;,C) < 11 and dp(usz,C) < 11,
by pigeonhole principle, we conclude that there are three vertices
Y1,Y2,y3 on C such that there are no Breaker’s edges between
{y1,y2,y3} and {uy,us}. Therefore, WMaker in round n + 4 claims
ugy2 and then in rounds n+ 5 and n+ 6 claims you1, u1y; (or uiys),
respectively.
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b) WBreaker finished his (n + 3)* move at some vertex v # u;. By
pigeonhole principle, as v(C) = n — 1 and dg(w;) < n/4 and
dp(u1) < 10, WMaker can find three consecutive vertices yi,y2, y3
on C such that there are no Breaker’s edges between {y1, y2,y3} and
{wy,u1}. She first claims wyy2 and then youy and wyy; (or uiys),
and completes the Hamilton cycle in round n + 5. This is possible
by using the same argument as above.

Case 2 Suppose that in Stage 2 WMaker created a cycle C' of length
n — 1 (in at most n rounds). Denote by v,_1 the vertex from U that was
last visited by WMaker. In the last round of Stage 2, WMaker moved from
Up—1 to v1. Let U = {u}.

WMaker first moves from v1 to v,—1 in round kK < n+1 (k. =n+1if
WDMaker finished her cycle in round n of previous stage).

If WBreaker finished his move in round £ +1 < n+2 at some vertex differ-
ent from u, then WMaker finds three consecutive vertices y1,y2,y3 on C,
such that there are no edges between {y1, y2,y3} and {u,v,—1} in B. Since
dp(vn-1),dp(u) < 9in round k + 1 < n + 2 and since v(C) = n — 1, by
pigeonhole principle, such vertices y1, yo, y3 exist. She first claims v,_1ys
and in the following round the edge you. In the last round, k 4+ 3 < n+4,
she claims uy; or uys because WBreaker could not claim both edges.

If WBreaker finished his move in round k + 1 < n + 2 at vertex u, then
WMaker moves from v,_1 to v,_o in this round. In round £ +2 <n+3
WBreaker must move from u. In this round WMaker finds three con-
secutive vertices yi,y2,y3 on C, such that there are no edges between
{y1,y2,y3} and {u, v,_2} in B. These vertices exist as WMaker visited ver-
tex vp—2 in round n — 3 and in that moment we had dg(vn,—2),dp(u) < 6
(Lemma [4.7). Since dp(vp—2),dp(u) < 9 in round k 4+ 2 < n + 3 and
since v(C') = n — 1, by pigeonhole principle, such vertices yi,y2,y3 ex-
ist. WMaker first claims the edge v,_2y2. In the following round WMaker
claims you and in the final round, k+4 < n+5, she completes the Hamilton
cycle by claiming edge uy; or uys. O
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4.2 WBreaker’s strategy

In this section we prove Theorem [2.8] We provide WBreaker with a strat-
egy which allows him to postpone WMaker’s winning by at least n moves.
Here, we suppose that WMaker starts the game and U = V(K,,).

Proof. WBreaker plays arbitrarily until |U| = 3. To be able to visit n — 3
vertices, WMaker needs to play at least n — 4 moves. Let uj,us,us € U
after round k£ > n — 4.

If in round k+1 > n—3 WMaker moves to some vertex v # w;, ¢ € {1,2,3},
then she will need at least 3 more moves to visit w1, ug, us, which satisfies
the claim.

Suppose that in round k41 > n—3 WMaker moves to some wu;, ¢ € {1,2,3}.
WBreaker moves to u;, j # 7. WBreaker is able to move to u; since u; € U
and there is no WMaker’s edge between WBreaker’s current position and
vertex u;.

Without loss of generality, suppose that WMaker has moved to u; and
WBreaker to ug. If WMaker in round k& 4 2 moves to one of {ug,us},
WBreaker claims the edge ugus. As ugus € E(B) from her current po-
sition, WMaker is not able to visit the remaining isolated vertex in her
graph in round k43 > n — 1, so she needs to make at least one additional
move to touch the remaining vertex. If WMaker moves to some vertex
v # u;, 1 € {2,3} in round k + 2 > n — 2, then she will need at least two
more moves to visit uo, us.

It follows that WMaker needs at least n moves to win in the Connectivity
game. O

4.3 Concluding remarks

According to the theorems and WMaker needs t, n <t <n-+1
moves to make a spanning tree. From Theorem [2.7) it follows that she
needs at most n 4+ 6 moves to create a Hamilton cycle. As WMaker needs
at least n move to make a spanning tree, it follows that WMaker can not
create Hamilton cycle in less that n + 1 moves.

Note that b = 1 is the largest WBreaker’s bias for which WMaker can win
in the Connectivity game and Hamilton Cycle game. For b = 2 WBreaker
can isolate a vertex in WMaker’s graph in the following way: in each round
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he can use one move to return to the fixed vertex along the previously
claimed edge, and the other to claim the edge between this particular
vertex and WMaker’s current position.
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Chapter 5

MBTD game on cubic graphs

We study Maker—Breaker total domination game on cubic graphs and prove
the theorems 2.9] 2.10] 11} 2:12] 13] and 2-14] Recall that the MBTD
game is played by two players Dominator and Staller. Dominator wants to
build a total dominating set, and Staller tries to prevent him. To determine
which connected cubic graphs are Dominator’s win and which are Staller’s
win, we classify cubic graphs according to the number of vertices lying in
two triangles, in one triangle and zero triangles.

This chapter is organized in the following way. In Section 5.1 we give
some additional notation and statements needed for proving stated the-

orems. In Section 5.2 we present the proofs of theorems 2.11]
.12 .13 and .14l Concluding remarks we give in Section 5.3.

5.1 Preliminaries

We say that a vertex = € V(@) is adjacent to some triangle Y C G, where
V(Y) = {y1,v2,y3}, if zy; € E(G), for some i € {1,2,3}. Also, we say
that two triangles X C G and Y C @G, with the vertex sets V(X) =
{z1, 22,23} and V(Y') = {y1, y2,y3}, are adjacent if z;y; € E(G) for some
i,j € {1,2,3}.

Assume that the MBTD game is in progress. We denote by di, do, ... the
sequence of vertices chosen by Dominator and by si, ss,... the sequence
of vertices chosen by Staller. At any given moment during this game,
we denote the set of vertices claimed by Dominator by ® and the set of
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vertices claimed by Staller by &. As in [60], we say that the game is the
D-game if Dominator is the first to play, i.e. one round consists of a move
by Dominator followed by a move of Staller. In the S-game, one round
consists of a move by Staller followed by a move of Dominator. We say
that the vertex v is isolated by Staller if all neighbours of v are claimed by
Staller. Following the notation from [59] we say that a graph G is

e D, if Dominator wins the game
e S, if Staller wins the game.
We point out some basic properties of the MBTD games given in [59].

Proposition 5.1. ([29], Corollary 2.2(ii)) Let G be a graph. Let Vi, ..., Vi
a partition of V(G) such that V;, © € [k] := {1,...,k}, induces a graph on
which Dominator wins the MBTD game, then Dominator wins MBTD
game on G.

Proposition 5.2. ([59], Proposition 2.4) Dominator wins in MBTD game
on cycle Cy.

5.1.1 Traps

While playing against the Dominator, Staller’s best option to prevent
him from winning is to make different kinds of traps. In the following, we
define these traps.

Consider the MBTD game on graph G. Let v € V(G) and let
ui,uz,u3 € Ng(v). Let ug and ug be free vertices. Let u; € & and
suppose that it is Staller’s turn to make her move. If Staller claims wug (or
us), she creates a trap for Dominator, that is, Staller forces Dominator to
claim ug (or ug) as otherwise she isolates v.

Double trap. We say that Staller creates a double trap uw — v in the
MBTD game on G, where u,v € V(G) are free vertices if after Staller’s
move Dominator is forced to claim both vertices u and v. Since Dominator
can not claim two vertices in one move, in her next move Staller will claim
either u or v and isolate either a neighbour of u or a neighbour of v.

If Staller creates a double trap, Dominator loses the game.
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Diamond trap. Suppose that the MBTD game on the connected
cubic graph G is in progress. Let Z C G be a diamond with
the vertex set V(Z) = {z1,22,23,24} and the edge set E(Z) =
{2129, 2023, 2324, 2421, 2224} and suppose that all vertices from V(Z) are
free. By claiming z; (or z3) Staller creates a diamond trap on Z. That is,
she forces Dominator to claim a vertex from V(Z)\ {z1} (or V(Z)\ {z3}),
as otherwise, in her next move Staller will claim z3 (or z1) and create a
double trap zo — 24.

Vertex-diamond trap. Suppose that the MBTD game on the con-
nected cubic graph G is in progress. Consider subgraph G’ C G
with the vertex set V(G') = {v,y1,92, 21,22, 23,24} where the ver-
tices 21, 29,23 and z4 form a diamond Z with the edge set E(Z) =
{2129, 2223, 2324, 2421, 2224}. Let E(G') = E(Z) U {vy1,vy2,vz1}. Let
Yo, 21, 22, 23, 24 be free vertices. Suppose that y; € & and it is Staller’s
turn to make her move. If Staller claims z; she creates a vertez-diamond
trap yo— Z. That is, she forces Dominator to claim yo, as otherwise, Staller
can isolate v in her next move. Also, Staller has created a diamond trap on
Z which forces Dominator to claim V(Z) \ {z1}. In any case, Dominator
will lose the game.

5.1.2 Pairing strategy for Dominator.

In the MBTD game played on certain graphs Dominator, to win, will use
the pairing strategy. This means that the subset of the board of the game
can be partitioned into pairs such that every winning set (i.e. open neigh-
bourhood of a vertex in the graph) contains one of the pairs. When Staller
claims an element from some pair, Dominator will respond by claiming the
other element from that pair.

5.2 Graphs from D and S

First we consider MBTD game on a connected cubic graph which is the
union of vertex-disjoint diamonds and prove Theorem

The proof of Theorem[2.9. The vertex set V(G) can be partitioned into
4-sets, each containing a Cy. So, by Proposition [5.2] and Proposition [5.1]
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Dominator wins on Cy, and therefore on diamond. ]

Definition 5.3. Suppose that the MBTD game on the connected cubic
graph G on n > 6 vertices is in progress.

1. By G1 denote a induced subgraph of G with the vertex set V(G1) =
{up, u1,ug, us, vo, v1,ve,v3} where the vertices uy,us, us form a tri-
angle U and the vertices vy, ve,vs form a triangle V.. Let E(G1) =
E(U)U E(V) U {upuy,vov1}. The subgraph is illustrated in Figure

[5.4(a).

2. By Go denote a subgraph of G with the wvertexr set
{z1, 9, 3, U1, U2, U3, V1, V2, V3, 21, 22, 23,0}  where  the vertices
T1,T9,x3 from a triangle X, wui,us,usz form a triangle U,
v1,v2,v3 form a triangle V, and z1,z2,z3 form a triangle Z.
Let E(G2) = E(X)UE(U)UE(V)UE(Z)U{vsv}. The subgraph is
illustrated in Figure[5.1](b).

3. By (s denote a subgraph of G which contains a triangle U with
the vertex set {ui,ug,us}, and a diamond Z with the vertex set
{21, 22, 23, 24} and the edge set E(Z) = {z122, 2223, 2324, 2421, 2224 } -
Let E(G3) = E(U)U E(Z) U {ugz1}. The subgraph is illustrated in
Figure[5.4|(c).

4. By Gy denote a subgraph of G which contains a triangle U
with the vertexr set {ui,us,us} and two diamonds, a diamond
Y with the wvertex set {y1,y2,y3,ys} and the edge set E(Y) =
{v1y2, Yoys3, ysya, y2ya}, and a diamond Z with the wvertex set
{21, 22, 23, 24} and the edge set E(Z) = {z122, 2223, 2324, 2421, 2224 } -
Let E(G4) = E(U)UE(Y)U E(Z) U{uayi,usz1}. The subgraph is
illustrated in Figure [5.1/(d).

To prove Theorem [2.10] and Theorem [2.11| we will need the following
lemmas.

Lemma 5.4. Consider the D-game on G1. If di = ug, then Gy is S. Also,
Staller wins S-game on G1.

Proof. We have d; = ug. Then, s; = vy. Consider the following cases:
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U
U2 Uus
uy
U2 U3 U
vy \4 uz u3

| -
Yo Z4 2
23 Z

Figure 5.1: Subgraph (a) G1 (b) Gy (Vertex v can belong to V(Z)UV (X))
(C) G3 (d) G4.

Case 1. dy € {uy1,us,v1}. Then, sy = vs which forces d3s = vg. In her third
move, if do = wuq, Staller claims v and creates a double trap us — us,
if do = ug, Staller claims ug and creates a double trap u; — vy, and if
do = vy, Staller claims uq Staller and creates a double trap ug — us.

Case 2. dy € {ug,v3,v0}. Then, by playing so = ug Staller creates a double
trap w1 — v1. In her third move Staller isolates ug or vs.

In the S-game, Staller can pretend that she is the second player and d; =
ug and win the game. O

Lemma 5.5. Consider the MBTD game on Ga. Let up € & and suppose
that at least the vertices usg,us,v1,v9, V3, v, 23 are free. Suppose that it is
Staller’s turn to make her move. Then, Staller wins.

Proof. Staller plays in the following way: s; = us which forces d; = z3 and
s9 = w9 which forces do = u3. By playing s3 = vy Staller creates a double
trap vs — v. In her next move Staller isolates either vy or vs by claiming
V3 Or . L]

Lemma 5.6. Consider the MBTD game on Gs. Let u1 € & and suppose
that at least the vertices us, z1, 22, 23, 24 are free. Suppose that it is Staller’s
turn to make her move. Then, Staller wins.
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Proof. Staller plays s; = z; and creates a vertex-diamond trap us — Z.
Dominator can not win. O

Lemma 5.7. Staller wins the S-game on Gy.

Proof. Consider the S-game on G4. Staller plays in the following way:
s1 = y1 which forces d; € {y2,y3,y4} (a diamond trap on Y), as otherwise
Staller will claim y3 in her second move and then in her third move she can
isolate yo or y4. Next, so = uy which forces dy = uz. By playing s3 = 21
Staller creates a vertex-diamond trap us — Z. ]

Lemma 5.8. Consider the MBTD game on the connected cubic graph n
tlustrated in Figure . In the D-game, if di € {h1,hs}, Dominator wins.
Otherwise, Staller wins as the second player. In the S-game on n Staller
WINS.

Figure 5.2: Graph 7.

Proof. Consider the D-game and let di € {h1,hs}. W.lLo.g. let dy = hy.
To dominate vertices from V(Y) UV (K) Dominator plays in the following
way:

Case 1. If Staller’s first move on V(Y) U V(K) is y1, Dominator responds
with k1. To cover the remaining vertices from V(Y) U V(K), Dom-
inator will use the pairing strategy on pairs (yo, ks) and (ka, k4).
If Staller claims y3, Dominator will claim an arbitrary free vertex
among {ys, ko, k3, kq}.
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Case 2.

Case 3.

If Staller’s first move on V(Y) U V(K) is a vertex from {y2,y3},
Dominator responds with y;. To dominate the remaining vertices

from V(Y) UV (K), Dominator will use the pairing strategy on pairs
(k’l, k‘3) and (k‘g, ]{34)

If Staller’s first move on V(Y) U V(K) is ki (or k3), Dominator
responds with k3 (or k1). To cover the remaining vertices from
V(Y) U V(K), Dominator will use the pairing strategy where the
pairs are (y1,y3) (or (y1,y2)) and (ko, kq). If Staller claims yo (or
y3), Dominator will claim an arbitrary free vertex from one of the
pairs.

To cover vertices from V(H) U V(W) U V(M) Dominator plays in the
following way. First, he makes a pairing (he, hy) and (mg, m4), and applies
a pairing strategy there. So, suppose, ho, mo € ©. It is enough to consider
the following cases.

Case 1.

Case 2.

Case 3.

Case 4.

If Staller’s first move on V(H)UV(W)UV (M) is hz, Dominator re-
sponds with w;. In order to cover vertices from V(W)UV (M) Dom-
inator will use the pairing strategy on pairs (ws,ws3) and (mq, ms3).

If Staller’s first move on V(H)U V(W)U V(M) is wy (or wa), Dom-
inator responds with m (or mg). In order to cover vertices from
V(H)U V(W)U V(M) Dominator will use the pairing strategy on
pairs (wg, mg) (or (w1,m1)) and (ws, h3).

If Staller’s first move on V(H) U V(W)U V(M) is w3, Dominator
responds with my. In order to cover vertices from V(H)U V(W) U
V(M) Dominator will use the pairing strategy on pairs (ws, h3) and
(w1, m3).

If Staller’s first move on V(H)UV (W)U V(M) is my (or ms), Dom-
inator responds with ms (or m;). In order to cover vertices from

V(H)U V(W)U V(M) Dominator will use the pairing strategy on
pairs (w1, ws) and (wg, h3) (or (wi,wz) and (ws, hs)).

Next, suppose that d; € {ha, hs}. W.lo.g. let d; = ho. Staller plays in the
following way: s1 = k1 which forces do € V(K) \ {k1} (a diamond trap),
s9 = y3 which forces d3 = y1, s3 = h1 which forces dy = y» and s4 = hs
which forces ds = hy. Next, s5 = wy. Afterwards,
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- if dg = wy (or dg = ws), then s = m; (or sg = mg3) and Staller creates a
vertex-diamond trap ws — M (or wy — M).

- if dg € {m1, ma,ma} (or dg = ms), then sg = wy (or s¢ = ws) and Staller
creates a double trap ms — w3 (or m; — wg). In her next move Staller
isolates either w3 or wy (or, we or wy).

Next, suppose that di ¢ V(H). W.lo.g. let dy € V(Y)U V(K). Then,
Staller plays on the subgraph G4 with the vertex set V(W)UV (H)UV (M).
By Lemma Staller wins. In the the S-game, Staller uses the same
strategy. O

Lemma 5.9. Consider the MBTD game on the connected cubic graph w
illustrated in Figure where the chain of diamonds adjacent to A can
consist of one or more diamonds. In the D-game, if di = a1 Dominator
wins, if di € V(Dy) Staller wins. In the S-game on w Staller wins.

ay

by
B
by b3
h, hs
hy H

Figure 5.3: One example of graph w.
Chain of diamonds consists of three diamonds.

Proof. We first look at the D-game on w. In his first move Dominator
claimed a;. When Staller plays on a diamond which is different from
H, Dominator will apply a pairing strategy on that diamond where one
pair consists of two opposite vertices of that diamond and remaining two
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vertices in diamond form the other pair. Since each diamond contains a
4-cycle, Dominator is able to cover all vertices from these diamonds, by
Proposition [5.2}

Dominator also makes a pairing (a2, az) and (he, hy), and apply the pairing
strategy when Staller plays there. Let as, ho € D.

- If Staller’s first move on V(B) U V(H) is b1, Dominator responds
with hq. If Staller in her next move claims a vertex from {bg, b3, h3},
Dominator claims the free vertex from {bo,h3} and in this way he
covers all vertices from the graph.

- If Staller’s first move on V(B) UV (H) is by (or b3), Dominator re-
sponds with h; (or hs). If Staller in her next move claims a vertex
from {b1, hs,b3} (or {b1,h1,b2}), Dominator claims the free vertex
from {by,hs} (or {b1,h1}) and he covers all vertices.

- If Staller’s first move on V(B) U V(H) is hy (or hs), Dominator
responds with hg (or h1). In his next move Dominator claims a free
vertex from {by,bs} (or {b1,b2}).

Let di € V(D). Then, Staller, in her first move plays s; = b;. If
dy € V(A)UV(B)UV(D;), then Staller can create b3 — H trap or b — H
trap by claiming hj if do = bo, or hs if dos = b3. So, Dominator needs to
play his second move on H. If dy € {h1, ha, hs} (or d2 = h3), then so = by
(or s9 = bg) forcing ds = hs (or d3 = hy). Next, s3 = ay forcing dy = b3
(01" d4 = bg).

If chain of diamonds consist only of one diamond, say Dj, then if
dy € {z1, 22, 24} Staller plays s4 = ag creating z3 — as trap, and if di = z3
Staller plays s4 = ag creating z; — as. Otherwise, if chain has more than
one diamond, then Staller claims a vertex from a diamond incident with
a3 and creates vertex-diamond trap.

Consider the S-game. Staller plays in the following way: s; = hp
which forces dy € V(H) \ {h1} (a diamond trap), se = by which forces
dy = b3, s3 = z; which forces d3 € V(D1) \ {#1} (a diamond trap) and
s4 = ag. Staller creates a double trap a; — as. ]

In the following we look at the graph on n vertices that consists on
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vertex-disjoint triangles and prove that if n = 6 Dominator wins in the
S-game while for every n > 6 Staller wins even as the second player.

The proof of Theorem[2.10, First, let n = 6. Consider the S-game. Let
U be a triangle with the vertex set {u1,us,us} and let V' be a triangle
with the vertex set {vi,vs,v3}. Let w;v; € E(G) for every ¢ € {1,2,3}.
W.l.o.g. suppose that Staller in her first move chooses a vertex uy. Then
Dominator will choose a vertex from the opposite triangle V' which is not
adjacent to w1, say a vertex ve. In her second move Staller needs to claim
ug, as otherwise Dominator will win after his second move. If so = us,
then do = w3. In his third move Dominator will claim a free vertex from
{v1,uz} and win. One of these two vertices must be free after Staller’s
third move.

Let n > 6. Since the graph is cubic, the number of vertices needs
to be even, so we have the even number of triangles. Consider the D-game
on graph G. Suppose that in his first move Dominator claims some vertex
a; which belongs to a triangle A with the vertex set V(4) = {a1, as,as}.

Case 1 Let a;b; € E(G) where b is a vertex of some triangle B with
the vertex set V(B) = {b1,b2,b3} and there is only one edge between A
and B. We consider the following subcases.

1.i. Triangle B is adjacent to one more triangle, say Y with the vertex
set V(Y) = {y1,y2,y3}. So, there are two edges between B and Y, say
bays and bsys. Let y] € Ng(y1) for some y] € V(G) \ {y2,y3}. Consider
a subgraph induced by {a1,b1,b2,bs,y1,y2,y3,y]} where a; is claimed by
Dominator and now it is Staller’s turn to make her move. By Lemma [5.4
it follows that Staller wins.

1.ii. Triangle B is adjacent to two more triangles, say Y with the vertex
set V(Y) = {y1,y2,y3}, and W with the vertex set V(W) = {wy, wa, w3}.
Let bows, bsys € E(G). Let w] € Ng(w;) for some w) € V(G) \ {wa, w3}
and let wj € Ng(ws) for some wh € V(G) \ {w1, w2}

In her first move Staller plays s; = b;. The rest of the Staller’s strategy
depends on Dominator’s second move. So, we analyse the following cases.
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1.i.1.

1.1i.2.

1.ii.2.1.

1.41.2.2.

1.i.2.3.

78

dy € V(A).

Then, s9 = by which forces d3 = y3, s3 = wy which forces dy = bs.
If wi = a; (or w = a;), for some i € {2,3}, and a; is claimed by
Dominator in his second move, then s4 = w; (or ws). In this way
Staller creates a double trap w3 — w4 (or w; —w}). In her next move
Staller isolates either wy or ws (or, either wy or wi). Otherwise,
Staller can claim any of the vertices wy, ws in her fourth move and
then play in the same way as above, i.e. she creates a double trap
and wins in the following move.

do € V(B)
W.lo.g. let do = bs.

Triangle Y is adjacent to two more triangles, say K with the vertex
set V(K) = {]{51,/{32, ki‘g} and H = {hl,hg,hg}. Let kaQ € E(G) and
y1h1 € E(G). Then, s3 = y3 which forces d3 = bs, s3 = y; which
forces dy = ko and s4 = h; which forces ds = y2. Next, s5 = ho and
Staller creates a double trap hs — hf, where h € Ng(hs) for some
hs € V(G) \ {h1, ha}. In her next move Staller isolates either h; or
hs.

The statement holds also if b} € (V(K) \ {k2}) U (V(W) \ {we}) U
(V(A)\ {ar}).

It could be the case that one of these triangles K, H is the triangle
W. The statement also holds in this case.

If K = A, the statement also holds. If H = A, the proof is very
similar, but simpler, as the Staller wins in her fifth move.

Triangle Y is adjacent to one more triangle, say K # A with the
vertex set V(K) = {k1, ko, k3}. Let y1k1,y2ke € E(G). Assume that
k5 € Ng(ks) for some k% € V(G) \ {k1, k2}. Since the graph induced
by {b3, y1, Y2, y3, k1, k2, k3, k4 } is a variant of graph G| where bg € D.
According to Lemma [5.4] Staller wins.

If K =W, the statement also holds.

Triangle Y is adjacent to triangle A and there are two edges between
them, say ysasz, yr1a3.
Then, Staller plays so = y3 which forces ds = by. By playing s3 = as
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Staller creates a double trap as—y;. In her next move Staller isolates
either aq or ys.

1.i1.3. dy € V(Y) U V(W) W.lo.g. let dy € V(Y)
Let w] € Ng(wp) and let wh € Ng(ws). Consider the following
subcases.

1.41.3.1. dg # y3. W.lo.g. let do = y;.
Then, s5 = wsy which forces d3 = b3 and s3 = bs which forces dy = ys3.
It is enough to consider the case if one of the vertices w} and wj is
the vertex y;. Let, for example, w] = y;. Then, s4 = wy and Staller
creates a double trap ws—w}. In her next move Staller isolates either
Wy OT W3.
Staller plays in the same way if y; ¢ {w], w}}.

1.ii.3.2. d2 = Ys3.
Then, so = wy which forces d3 = b3, s3 = w; which forces dy = wj
and s4 = ws. Staller creates a double trap by —w). In her next move
Staller isolates either ws or w;.

Case 2 Let C be a triangle with the vertex set V(C') = {c1, c2, c3} such
that ajc1,asca € E(G). Suppose that C is adjacent to some triangle B
with the vertex set V(B) = {b1, b2, bs}. If bjas ¢ E(G), for alli € {1, 2,3},
then the analysis from Case 1 can be applied on B. Otherwise, consider
another triangle T' adjacent to B and apply the adjusted analysis from
Case 1 on triangle T and its neighbours.

According to the analysed cases it follows that the graph G is S. O

Next, we consider the connected cubic graph that consists of vertex-
disjoint triangles and diamonds, and prove Theorem [2.11

The proof of Theorem|2.11. Consider the following cases.

Case 1 Let d; = a1 € V(A) where A is a triangle with the vertex set
V(A) = {a1,a2,a3}. Consider the following cases.

1.i. The vertex a; is adjacent to a diamond H with the vertex set V(H) =
{hl, hg, h3, h4} where E(H) = {hlhg, h2h3, h3h4, h4h1, h2h4}. Let CL1h1 c
E(G). Consider the following subcases.
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1.1.1. Vertex ao is adjacent to a diamond D; different from H and vertex

a3 is adjacent to a diamond Dy (which can be equal to one of the
diamonds Dy, H).
Since the number of triangles must be even there exists at least one
more triangle, say X, with the vertex set V(X) = {1, 22,23} such
that one of the cases 1.i.l.a., 1.i.1.b., 1.i.1.c., 1.i.1.d., 1.i.1.e. and
1.i.1.f. from Figure [5.4] holds.

Figure 5.4: Subgraph (a) Case 1.i.l.a. (b) Case 1.i.1.b. (c) Case 1.i.1.c.
(d) Case 1.i.1.d. (e) Case 1.i.l.e. (f) Case 1.i.1.f.

For cases 1.i.1.a. and 1.i.1.b, consider S-game on the subgraph G4
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lil.c.

1.i.1.d.

lile.

1i.1.f

1i.2.a.

which vertex set is a union of V(X)) and vertex sets of two diamonds
that are adjacent to X. By Lemma [5.7] Staller wins.

In case that one of the triangles Y and W is adjacent to ks, then,
w.l.o.g. suppose that triangle W is adjacent to k3. Then, Staller
plays in the following way:

s1 = ki which forces dy € V(K) \ {k1} (a diamond trap), so = 2
which forces d3 = x3 and s3 = y3 which forces d4 = z;. Triangle Y
can be adjacent to some diamonds and/or triangles. The vertices of
these diamonds and/or triangles together with V(Y’) form one of the
subgraphs G1, G2 or Gs. According to the lemmas and
Staller wins.

Staller plays in the following way:

s1 = ki which forces dy € V(K) \ {k1} (a diamond trap), sa = 2
which forces d3 = z1 and s3 = y; which forces dgy = x3. Triangle
Y can be adjacent to some diamonds and/or triangles. Vertices of
these diamonds and /or triangles together with V(Y") form one of the
subgraphs G, G2 or Gs. According to the lemmas [5.4] [5.5] and [5.6]
Staller wins.

If the triangles X,Y, Z, W are adjacent only to triangles, then we
can use the analysis from the proof of Theorem Case 1 where
X =B,Z = Aand V(Z) € ®. Otherwise, if at least one of the
triangles are adjacent to diamond then we can have a subgraph from
Figure (b), (c) or (d) for which we can apply an analysis from
the corresponding Case 1.i.1.b, 1.i.1.c or 1.i.1.d.

Consider the S-game on the subgraph G with the vertex set V(X )U
V(Y)U{z},y;}. By Lemmal[5.4] Staller wins.

The vertices a2 and as are adjacent to the same triangle, say B,
where agbg, agbs € E(G).

B is adjacent to a triangle Y with the vertex set V(Y') = {y1,y2,ys}.
Let byy1 € E(G). Then, there exists at least one more triangle, X
such that one of the cases from Figure [5.4] can occur, so adjusted
analysis from Case 1.i.1 can be applied.
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1.1.2.b.

1i.2.c.
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B is adjacent to a diamond K with the vertex set V(K) =
{/{1, k‘g, ]{73, ]{34} where E(K) = {]ﬁk‘Q, k‘zkg, k3k4, k‘4/€1, k‘gk4}. Let
biki € E(G). Then, s; = ki forces da = V(K) \ {k1}, s2 = b2
forces d3 = bs, s3 = ag forces dy = b1 and s4 = hy creates a vertex-
diamond trap as — H.

B is adjacent to a diamond H, that is, bjhg € E(G). Since induced
subgraph with the vertex set V(A) UV (B) UV (H) is a connected
cubic graph, it follows that this graph is the graph G on 10 vertices.
In her first move Staller plays s; = b;. Then

if dy = hy, Staller plays so = b3 which forces ds = as. Next, s3 = bo
and Staller creates a double trap as — hs. In her next move she
isolates either b3 or by.

if do € V(H)\{h1}, Staller plays so = ag which forces ds = b3. Next,
s3 = ag and Staller creates a double trap hy — bo. In her next move
she isolates either a; or bs.

if do = ag (or dy = a3), Staller plays so = by (or sy = b3) which
forces d3 = a3 (or d3 = ag). Next, s3 = hg and Staller creates a
vertex-diamond trap bz — H (or by — H).

if dy = by (d2 = b3), Staller plays sy = ag (or so = az) which forces
d3 = bg (or d3 = by). Next, s3 = h; and Staller creates a vertex-
diamond trap az — H (or ag — H).

It follows that the graph G is S.

. The vertex as is adjacent to a triangle, say 1" with the vertex set

V(T) = {t1,t2,t3} and the vertex a3 is adjacent to a triangle, say B
with the vertex set {by1, b2, b3}. Let asts, asbs € E(G).

There exists at least one more triangle, say X with the vertex set
V(X) = {z1,x2,z3}. If X is not adjacent to any of B, T', then one of
the cases from Figure [5.4] can occur, so adjusted analysis from Case
1.i.1 can be applied.

If X is adjacent to a triangle B or T" and there are two edges between
them, then we can use Lemma [5.4] as we have subgraph Gj.
Suppose that X is adjacent to at least one of the triangles B and
T and there is only one edge between X and that triangle. Let
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x1b; € E(G). Staller plays in the following way: s; = h; forcing
dy € V(H) \ {h1}, s2 = a3 forcing d3 = ag, s3 = b forcing dy = by
and s4 = 1 forcing ds = bs.

If none of z9 and z3 is not adjacent to H then triangles and/or
diamonds adjacent to X together with V(X)) can form one of the
subgraphs G1, G2 or G3 and according to the lemmas and
Staller wins the game on these subgraphs.

If z9 is adjacent to H and x3 is adjacent to some other diamond
K, then we can use subgraph Gs with V(G3) = V(X) U V(K), and
according to Lemma Staller wins.

Otherwise, suppose that xo is adjacent to H and x3 is adjacent to
triangle, say Y with the vertex set V(YY) = {y1, y2, y3} where z3ys €
E(G). Then, s5 = ys forcing dg = wo. Triangle Y can be adjacent
to some diamonds and/or triangles. The vertices of these triangles
and/or diamonds different from A and H, which are adjacent to Y,
together with V' (Y') and their neighbours form one of the subgraphs
G1, Go or G3. According to the lemmas b5 or Staller wins
the game on these subgraphs.

If z3ts € E(G), then s = t3 forces dg = xo. If ¢; is adjacent to a
diamond then consider subgraph G35 and according to Lemma [5.6
Staller wins. Let ¢; be adjacent to a triangle W with the vertex set
V(W) = {w1, w2, ws} and let t;w; € E(G). Then Staller plays s¢ =
wy which forces d7 = t2. Triangle W can be adjacent to triangles
and/or diamonds different from A, X, H. Vertices of these triangles
and/or diamonds together with W and their neighbours can form
one of the subgraphs G1, Gy or G3. So, according to lemmas
or [5.6] Staller wins.

. Let a2 be adjacent to a diamond and as to a triangle B with the

vertex set V(B) = {b1, b2, b3} and let agbs € E(G).

If b1 and by are adjacent to two different diamonds, then consider
subgraph G4 and according to Lemma [5.7] Staller wins.

If by and by are adjacent to the same diamond K with the
vertex set V(K) = {ki, ko, ks, ks} and the edge set E(K) =
{k1ka, koks, ksky, kaki, koks}. Let biky, boks € E(G). Then, Staller
plays in the following way: s; = h; forcing do € V(H)\{h1}, s2 = as
forcing d3 = ag and s3 = by forcing d4 = be. By playing s4 = k3
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Staller creates by — K trap.
Otherwise, consider some triangle X and the very similar analysis
from previous Case 1.i.3 could be used.

So, the graph G is S.

1.ii. The vertex a; is adjacent to a triangle, say B with the vertex set
V(B) = {b1,ba,b3}. Let a1b1 € E(G). Consider the following subcases.

1.41.1

1.4%.2

l.ii.2.a.

1.ii.2.b.

l.ii.2.c.
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The vertex bo is adjacent to some diamond, say H, and the vertex
bs is adjacent to a diamond, say K. Consider the S-game on the
subgraph G4 with the vertex set V(B) UV (H)U V(K). By Lemma
[:7 Staller wins. So, G is S.

The vertices b and b3 are adjacent to the same diamond, say H
with the vertex set V(H) = {h1, ha, hs, ha} and the edge set E(H) =
{hlhg, hghg, h3h4, h4h1, h2h4}, Where b2h17 bghg S E(G)

If there are no more triangles in the graph G, then the vertices as
and as are adjacent to the chain of diamonds. We have a graph w
from Figure According to Lemma [5.9] Dominator wins as the
first player.

Otherwise, suppose that graph contains more triangles. If both as
and ag are adjacent to some diamonds which do not form a chain of
diamonds, then consider some triangle X which could not be adjacent
either to A or B. One of the cases from Figure has to occur, so
adjusted analysis from Case 1.i.1 can be applied.

At least one of ag, az are adjacent to some triangle. Let Y be a tri-
angle with the vertex set V(Y') = {y1, y2, y3} such that asys € E(G).
If Y is adjacent to some diamond K with the vertex
set V(K) = {ki,ko,ks,ka} and the edge set E(K) =
{kika, koks, kska, kaki, kaka}, so there is at least one edge between Y
and K, say y1k1 € E(G). Staller plays in the following way: s; = ky
forcing do € V(K) \ {k1}, s2 = y3 forcing d3 = y2, s3 = ay forcing
dy = y1, s4 = by forcing ds = ag and s; = hy, so Staller creates
bs — H trap.

If y1 and y3 are adjacent to the same triangle, then consider sub-
graph G of a given graph, so according to Lemma [5.4] Staller wins.
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1.42.3

1.i1.3.a.

1.ii.3.b.

l.ii.3.c.

Otherwise, suppose that y; is adjacent to a triangle W with the
vertex set V(W) = {wy,w2,ws} and let yyw; € E(G), and y3 is
adjacent to a triangle T'. If there is no edge between A and W, or
if T'= A, then Staller plays in the following way: s = h; which
forces dy € V(H)\ {h1}, s2 = by which forces d3 = b3, s3 = ag which
forces d4 = asz, s4 = y3 which forces d5 = y; and s5 = w; which
forces dg = yo. Triangle W can be adjacent to some triangles and /or
diamonds different from A, B and H. Vertices of these diamonds
and/or triangles together with V(W) and their neighbours form one
of the subgraphs G1, G2 or G3. According to the lemmas
and Staller wins.

Otherwise, if there is an edge between A and W, then the analysis
above can be applied on triangle T" and its neighbours, instead of W.

The vertex by is adjacent to a diamond, say H with the vertex set
V(H) = {h1, ha, hs, ha}, where byhy € E(G) and vertex bs is adjacent
to a triangle, say W, with the vertex set V(W) = {w1, wa, w3}, where
bsws € E(G). If W is the part of a subgraph G, that is W is adjacent
to one more triangle and there are two edges between them, then by
Lemma [5.4] Staller wins. Otherwise, Staller plays in the following
way:

s1 = hy which forces dy € V(H) \ {h1} (a diamond trap), so = by
which forces ds = b3, s3 = ws which forces dqy = by. Triangle W can
be adjacent to diamonds and/or triangles.

If these diamonds and /or triangles are different from A and H, then
vertices of these diamonds and /or triangles together with V(W) and
their neighbours form one of the subgraphs Gy or G3. According to
the lemmas [5.5] and Staller wins.

If at least one of the vertices wy, ws is adjacent to A, e.g. let woag €
E(G), then by playing s4 = ag Staller creates a double trap as — w;.
In her next move Staller isolates either a; or ws.

If wy is adjacent to some diamond K with the vertex set V(K) =
{k1, ko, k3, k4}, where woky € E(G), then Staller plays sq4 = k1 and
creates a vertex-diamond trap w; — K.
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1.ii.3.d.

1.ii.4

1.421.

If wihs € E(G) and ws is adjacent to some triangle different from A,
say R, with the vertex set V(R) = {ri,r2,r3} where wars € E(G).
Then, Staller plays s4 = ro and forces ds = wi. Next,

if there is at least one edge between R and A, say asrs, then Staller
plays s; = ag and creates a double trap as — r1. In her next move
she isolates a; or rs.

if there are no edges between R and A, then R is adjacent to other
diamonds and/or triangles. The vertices of these diamonds and/or
triangles together with V(R) form one of the subgraphs G, G2 or
G'3. According to the lemmas[5.4] (-5 or [5.6] Staller wins.

So, Gis S.

The vertex by is adjacent to a triangle, say W, with the vertex set
V(W) = {wi,ws, w3}, where bowy € E(G) and the vertex bs is
adjacent to a triangle, say Y, with the vertex set V/(Y") = {y1, 2,93},
where bzyz € E(G).

Depending of the type of the neighbours of triangle W we can use
the adjusted analysis from the proof of Theorem for the Case
1.ii or analysis from the previous Case 1.ii.3. So, the graph G is S.

The vertex a; is adjacent with triangle B with the vertex set V(B) =
{b1, b, b3} and there are two edges between them, a1b1, azby € E(G).
If there exists a diamond, say H adjacent to B or connected with B
by a path of triangles (see Figure, then Staller for her first move
plays hi, and then follows the strategy illustrated on Figure She
creates ag — bs trap.

Otherwise, the adjusted analysis from Case 2 in the proof of Theorem [2.10
can be applied to prove that Staller wins.

Case 2 d; € V(Z) where Z is a diamond with the vertex set V(Z) =
{z1, 22, 23, 24} and the edge set E(Z) = {z129, 2023, 2324, 2421, 2224 }. Sup-
pose that d; € {z1,22}. Consider the following subcases.

2.i. If both z; and z3 are adjacent to some diamonds then there exists a
triangle X adjacent to some triangles or diamonds different from Z, such
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ds d, ds

Figure 5.5: Possible situation for Case 1.iii.

that one of cases from Figure [5.4] can occur. So, adjusted analysis from
Case 1.i.1 can be applied.

2.ii. Suppose that z; is adjacent to a diamond and z3 is adjacent to a
triangle, say B. Adjusted analysis from Case 1.ii can be applied on B to
prove that Staller wins.

2.iii. Suppose that z; is adjacent to a triangle A with the vertex set V(A) =

{a1,a9,a2} and let z1a3 € E(G) and z3 is adjacent to a diamond.
If ay is adjacent to a diamond H and as is adjacent to a diamond K, then
we can consider subgraph G4 on which, by Lemma Staller wins.
If a; and ay are adjacent to the same diamond, then we can find some
triangle X adjacent to some triangles and/or diamonds different from A
and Z. So, one case from Figure [5.4] can occur and adjusted analysis from
Case 1.i.1 can be applied.
If triangle A is adjacent to some triangle B with the vertex set V(B) =
{b1,b2,b3} and are two edges between A and B then we can consider
subgraph G and by Lemma Staller wins. Otherwise, if there is only
one edge between A and B, then, we can use adjusted analysis from Case
1.ii.

2.iv. The vertex z; is adjacent to a triangle, say A, with the vertex
set V(A) = {a1,a2,a3}, where zja; € E(G) and the vertex z3 is
adjacent to a triangle, say B, with the vertex set V(B) = {by, b2, b3},
where z3b; € E(G). If there are two edges between A and B, let
agby, azbs € E(G). Consider the MBTD game on the subraph G with the
vertex set V(A)UV (B)U{z1, 23}. By Lemmal5.4] Staller wins. So, G is S.
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Next, suppose that there is one edge between A and B, and let
asbs € £ (G)
If graph G contains only these two triangles A and B, then suppose
that triangle A is adjacent to a diamond, say K, with the vertex set
V(K) == {]{31,]{?2,]{23,]64} and E(K) == {klk‘Q,kgkg,k3k4,k4k1,]€2k4}. Let
ask; € E(G). We differentiate between the following cases:

- If boks € E(G), Staller plays in the following way: s; = a; which
forces Dominator to claim a vertex from V(K)U{as}, as otherwise if
Staller claims k7 in her second move she will create a vertex-diamond
trap az — K.

If do = a3, then so = bg which forces d3 = ag, s3 = bs which forces
dys = z3. Next, s4 = k3 and Staller creates a vertex-diamond trap
b — K.

Otherwise, if do = k1 (or da € {ka, ks, ka}), then so = b which forces
d3 = ag, s3 = by which forces dy = z3. Next, s4 = b1 (or s4 = a3)
and Staller creates a double trap as — ks (or k1 — b1). In her next
move Staller isolates either bg or by (or, az or bg). So, G is S.

- Triangle B is not adjacent to a diamond K. Then, there exists at
least one more diamond, say M different from K with the vertex
set V(M) = {m1,ma, m3,ms} adjacent to B, where bym; € E(G).
Staller plays in the following way:
s1 = mq which forces dy € V(M) \ {m1} (a diamond trap), s2 = b3
which forces d3 = b; and s3 = a1 which forces dgs = ao. Next, s4 = k1
and Staller creates a vertex-diamond trap az — K. Dominator can
not win. So, G is S.

Otherwise, graph G contains at least four triangles. Consider some
triangle X different from A and B. One of the cases from Figure [5.4
must hold and adjusted analysis from Case 1.i.1 can be applied. So, G is S.

Next, suppose there are no edges between A and B.
If graph G contains only these two triangles A and B, then consider the
following

- Let K with the vertex set V(K) = {ki,ko, ks, ks} be a diamond
adjacent to A where ask; € E(G), and let M with the vertex set
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V(M) = {mi,ma,ms,ms} be a diamond adjacent to B, where
bomi € E(G). If asks,bgms € E(G), then we have the graph n
(see Figure [5.2). By Lemma , if dy € {z1, 23}, Dominator wins in
the D-game. Otherwise, Staller wins.

- Otherwise, at least one of the triangles A, B is adjacent to two more
diamonds (different from Z). Let K and L be two diamonds with
the vertex sets V(K) == {kl,kg,k:g,k4} and V(L) = {ll,lg,lg,l4},
respectively, such that aski,asly € E(G). Staller plays on subgraph
G4 with the vertex set V(A) UV (K)UV(L). By Lemmal5.7 Staller
wins. Statement also holds if L = M. So, G is S.

Otherwise, graph G contains at least four triangles. Consider some triangle
X different from A and B. One of the cases from Figure must holds
and adjusted analysis from Case 1.i.1 can be applied. So, G is S.

2.v. Vertices z1 and z3 are adjacent to the same triangle, say A. Then, we
can have situations from Figure If we have Case 2.v.(a), then there
exists a triangle X such that one of the cases from Figure [5.4] must holds
and adjusted analysis from Case 1.i.1 can be applied.

If it is Case 2.v.(b), then according to Lemma [5.9] since di € {z1, 2},
Staller wins.

For Case 2.v.(c) consider subgraph G4 on V(B) U V(H) U V(K). By
Lemma Staller wins. For Case 2.v.(d) we can apply adjusted analysis
from Case 1.ii.3.

For Case 2.v.(e) we can apply adjusted analysis from Case 1.ii.4. O

Before we give the proof for Theorem [2.12] we give the winning strategy
Dominator in the MBTD game on G; = GP(n,1) where n > 3. Note
that it is already proven in [59] that GP(n,1) is D (precisely, the authors
considered the prism P,C,,, which is equivalent to GP(n,1)). Here we
give a shorter proof for that.

Claim 5.10. MBTD game on GP(n,1), n >3 is D.

Proof. Let V(G1) = {u1,ua,...;upn,v1,v2,...,0,} and let E(G) =
{ui—1ug, vi—rvili € {2, ...,n}} U {uguy, viv,} U {wgli € {1,...,n}}.

If n is even, then V(G;) can be partitioned into 4-sets, each inducing a Cy.
So, by Proposition [5.2, Dominator wins.
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Figure 5.6: Possible situations for Case 2.v.
(a) Case 2.v.a. (b) Case 2.v.b. (c) Case 2.v.c. (d) Case 2.v.d. (e) Case 2.v.c.

Let n be odd. Then, Dominator uses the pairing strategy where the pairs
are (uj,vi—1) for ¢ € {2,...,n} and (u1,v,). We need to prove that this is
his winning strategy. Suppose that at some point of the game we have a
situation that Staller’s set contains vertices u;, u;12, v;4+1. This means that
vertex u;q1 stays uncovered by Dominator. This is not possible, because
when Staller claimed vertex w; 2 (or v;4+1), Dominator, according to his
strategy, must claim vertex v;+1 (or u;42) and in this way he covers vertex
ui+1. A contradiction. ]

The proof of Theorem[2.12 Consider Generalized Petersen graph Go =
GP(n,2).

Let n = 6. Suppose that in his first move Dominator claims some vertex
[ which belongs to internal polygon (see Figure a)). Staller responds
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with s; = u. We consider the following cases:

Case 1. dy € {z,t,v,w,y}.
Then, sy = to which forces dg = t;. By playing s3 = r; Staller
creates a double trap r — r9. In her next move Staller isolates either
ro O T.

Case 2. dy € {tl,tg}.
Then, sy = z which forces ds = w. By playing s3 = ry Staller creates
a double trap r — r1. By claiming 7 or 71 in her next move, Staller
will isolate either 7 or r.

Case 3. dy € {r,r1,r2}.
Then, s = z which forces d3 = w. By playing s3 = t2 Staller creates
a double trap y — t1. In her next move Staller isolates either [ or t.

Next, suppose that Dominator plays his first move on the external poly-
gon. Let dy = y. Then, Staller responds with s; = u. If do € {z,t,v,w,l}
or do € {ti,t2}, then Staller can use the same strategy as in Case 1 or
Case 2, respectively.

Otherwise, if do € {r,ri,r2}, then Staller plays in the following way:
so = t1 which forces d3 = to. Next, by playing s3 = w, Staller creates
[ — z trap. By claiming z or [ in her next move Staller will isolate v or y.

Let n = 7. Due to symmetries of the graph, the vertex [ can be
the first Dominator’s move (see Figure [5.7(b)). Staller responds with
s1 = u. We consider the following cases:

Case 1. dy € {t,r,w, z,ya}.
Then, sy = t1 which forces d3 = t5 and s3 = r; which forces d4 = 5.
Next, s4 = v and Staller creates a double trap y3 — y1. In her next
move Staller isolates either w or z.

Case 2. dy € {v,t1,t2,y3}.
Then, sy = w which forces d3 = z. By playing s3 = ry Staller creates
a double trap 71 — y1. In her next move Staller isolates either r or

Ys.

Case 3. dy € {r1,7r2,91}.
Then, so = w which forces dg = z, s3 = ¢ which forces d4 = 32 and
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s4 = r which forces ds = v. Next, s5 = to and Staller creates a
double trap y3 — ¢1. In her next move Staller isolates either ro or t.

Let n = 8 and suppose that in his first move Dominator claims a vertex
| which belongs to internal polygon (see Figure [5.7(c)). Staller responds
with s; = u. We consider the following cases:

Case 1. dy € {2}, r,t1,%2,Y1, Y2, Y5, }
Then, so = ro which forces d3 = r1 and s3 = t which forces dg4 = y3.
Next, by playing s4 = w Staller creates a double trap y4 — z. By
claiming z or y4 in her fifth move, Staller isolates either v or t¢;.

Case 2. do € {w,t,y3,y4, 2}
Then, so = t1 which forces d3 = t9 and s3 = r1 which forces d4 = 9.
Next, by playing s4 = v Staller creates a double trap y; — y5. By
claiming y5 or y; in her fifth move, Staller isolates either w or z.

Case 3. dg € {r1,m2}.
Then, s9 = to which forces d3 = t1, s3 = r which forces dy = y2 and
s4 = t which forces ds = v. Next, by playing s5 = w Staller creates
a double trap y4 — z. By claiming z or y4 in her sixth move, Staller
isolates v or t7.

Next, suppose that Dominator plays his first move on the external
polygon. Let di = wyo. Then, Staller responds with s; = u. If
dy € {v,r t1,t2,y1,Y2,Y5, } or if do € {w,t,ys3,y4, 2}, then Staller can use
the same strategy as in Case 1 or Case 2, respectively. If dy € {r1,r2},
then Staller plays in the following way: so = w which forces d3 = z,
s3 = y4 which forces dy = t. Next, by playing s4 = to Staller creates | — t;
trap. By playing [ or ¢; in her next move Staller will isolate either ys or
t.

Consider Generalized Petersen graph Ga = GP(n,2) where n > 9.
After Dominator’s first move, Staller can find subgraph 7 C Gy such that
dy ¢ V(7). Suppose that in his first move Dominator claims some vertex [
which belongs to internal polygon (see Figure a)). Consider subgraph
7 C Go with the vertex set {u,v,w,z, t,t1,t2, 71,72, 91, Y2, Y3, Y4, Y5, Y6 }
where the vertices u and v are at distance 4 from the vertex [ on the
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Figure 5.7: (a) Generalized Petersen graph GP(6,2) (b) Generalized Pe-
tersen graph GP(7,2) (c) Generalized Petersen graph GP(8,2).

internal polygon. The subgraph 7 is illustrated in Figure b). In her
first move Staller claims s; = u. It is enough to consider the cases when

dy € {v,w,t,t1,t2, Y4, Y5, Y6 }-

Case 1. do € {w,t,y4,y5}.
Then, sy = t1 which forces d3 = t9 and s3 = r1 which forces d4 = 9.
Next, by playing s4 = v Staller creates a double trap y; — yg. In her
next move Staller isolates either w or z by claiming yg or y;.

Case 2. dy = {v,t1,t2,y6}
Then, so = ro which forces d3 = r1 and s3 = ¢t which forces dqy = y4.
Next, by playing s4 = w Staller creates a double trap ys — z. In her
next move Staller isolates either ¢; or v by claiming y5 or z.

O
In the following we prove Theorem [2.13]

The proof of Theorem[2.13 Consider the cubic bipartite graph on n ver-
tices with the vertex set {u1, ..., Uy 2, V1, ..., Upj2}. Let U = {ug, ..., up 2}
and V' = {v1,...,v,/2} be a bipartition of the graph. Add an edge from
each u; to v;, vi1; and v;yo (with indices modulo n/2).

W.lo.g. suppose that s; = u; € U, for some i € {1,2,...,n/2}. Then
dy = uj—1 € U, modulo n/2. Note that every two vertices u;—; and u;
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Figure 5.8: (a) Generalized Petersen graph GP(9,2) (b) subgraph 7.

from U have two common neighbours in V', v; and v;11 (and every two
vi—1,v; € V have two common neighbours in U, u;_1,u;—2). In every
other round r > 2, Dominator plays in the following way. If Staller
claims a vertex which is a common neighbour of two vertices, say ug_1
and wug such that for example, up_1 € © and up € &, then Dominator
responds by claiming the other common neighbour of these two vertices.
Otherwise, if Staller claimed some vertex u; (or v;) which is not common
neighbour of any two vertices, x,y € U or V, such that, for example,
x € ® and y € & (or vice versa), then Dominator claims a free vertex
w1 or w1, with preference u;_1 (or, v;_1 or v;y; with preference
vi—1) modulo n/2. If Dominator can not find such a free vertex, he
claims an arbitrary free vertex from the graph with the preference that a
vertex is a neighbour of vertex which is claimed by him earlier in the game.

We prove that this is a winning strategy for Dominator. Suppose
that v;,vi41,vi42 € 6 for some i € {1,2...,n/2} modulo n/2, that is,
Staller isolated vertex wu;. This means that when Staller claimed wvj,
Dominator responded with v;_1, but then when Staller claimed v;y; (or
v;+2), according to his strategy Dominator had to take v; 12 (or vit1). A
contradiction. O

Finally, we consider MBTD game on the connected cubic graph which
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is disjoint union of claws and prove Theorem [2.14]

The proof of Theorem[2.14} The graph G is a connected cubic graph on
4k vertices formed with k& > 2 disjoint claws C;, i € {1,...,k}. Let
V(Ci) = {zi, i, zi, ti}, where t; is a center of C;, for every i € {1,...,k}.
First, suppose that & = 2. Let E(G) = E(G[Ci]) U E(G[Cs]) U
{122, Y12, 2122, T1Y2, Y122, 2122}

The graph can be partitioned into two 4-sets, {z1,t1,y1,y2} and
{z1, z2,t2, 2} each inducing a Cy (see Figure a)). By Proposition
and Proposition 5.1} Dominator wins.

Let ¥ = 3. Let E(G) = E(G[Ci]) U E(G[Cq]) U E(G[C3]) U
{Zic12i, yic1yi, zic12zili € {2,3}} U {123, y1y3, 2123}

It is enough to consider the case when d; € V(C1). The cases when
dy € V(Ca) or di € V(Cs) are symmetric.

Case 1. di = z1.

Then, s; = t1. After Dominator’s second move either all vertices
from Co are free or all vertices from C3 are free. Suppose that all
vertices from C3 are free. Also, at least two of the vertices xa, yo, 22
must be free. Suppose that xzo and zo are free. Then, so = z3 which
forces d3 = z9. By s3 = x3 Staller creates a double trap x2 — y3. In
her next move Staller isolates either xq or t3.

If dy € {y1, 21}, the proof is very similar.

Case 2. di = t1.
Then, s1 = to.

Case 2.1. do = t3. Then, so = z3 which forces d3 = z;. By playing
s3 = xg, Staller creates a double trap 1 — y3. In her fourth
move Staller isolates either xo or ts.

Case 2.2. dsy € {xi,yi,zi}, 1€ {1,2,3}

Let do = x;. If ¢ = 1, then Staller will make her next move
on C3 and she will force Dominator to play his next move on
Cy, if © = 3, Staller will make her next move on C; and force
Dominator to play on Cs. If ¢ = 2, then she can make her next
move either on Cq or Cs.

Suppose that do = x1. Then, so = z3 which forces d3 = z1. By
playing s3 = ys Staller creates a double trap y; — x3. In her
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fourth move Staller isolates either 3o or t3.
The proof is very similar if do = y; or dy = z;, i € {1,2,3}.

Figure 5.9: (a) Two claws (b) Three consecutive claws.

Let £ > 4. After Dominator’s first move, Staller can find three consecutive
claws C;—1, C; C;4+1 such that all vertices from these three claws are free.
Suppose that these three claws are C2,C3 and C4. Staller will play on
a subgraph with the vertex set V(Cz2),V(Cs) U V(C4), and the edge set
E(G[C2]) U E(G[C3]) U E(G[Cal]) U{zim124, Yi-1Yi, zi-12:]i € {3,4}} (Figure
[B.9(b)). In her first move Staller plays s; = ¢3.

If do € V(Cq), then Staller will make her next move on C4 and she will force
Dominator to play his next move on Co, if do € V(Cy), Staller will make
her next move on Cy and force Dominator to play on Cy. If dy € V(C3),
then she can make her moves either on Cy or Cj.

Suppose that dy € V(Ca) U V(Cs).

Let do = x9 or do = to. Then, sy = z4 which forces d3 = z9. By playing
s3 = y4 Staller creates a double trap yo —x4. In her next move she isolates
either y3 or t4.

The cases when ds € {y2, 22} are symmetric. If do € {x3,ys, 23}, Staller
can apply the same strategy. O

Remark 5.11. Note that if in the D-game on the connected cubic graph
G onn > 6 vertices after Dominator’s first move Staller can find at least
one of the subgraphs G1, Gy, T, or subgraph which consists of three consec-
utive connected claws as in Figure (b), such that all vertices from that
subgraph are free, then the graph G is S.
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5.3 Concluding remarks

We considered several types of connected cubic graphs in the MBTD game
and determined which are D and which are §. We saw that Dominator
wins in the game on the connected cubic graph if all vertices are of type
1 (each vertex lies on a diamond). When the graph is a disjoint union
of triangles, then if the number of triangles in graph is 2, graph is D,
otherwise the graph is §. In the game when some vertices are of type
1 and some are of type 2, then Dominator can win in the game on the
graph w, and on the graph 7, but only as the first player. In all other
cases, Staller wins. Regarding graphs where all vertices are of type 3
(each vertex lies in zero triangles), we know that a cubic bipartite graph,
graph GP(n,1), n > 3, and graph GP(5,2) are D, while GP(n,2), where
n > 6is §. If the graph is a union of k vertex-disjoint claws, Dominator
wins only if £ = 2, while in all other cases Staller wins.

In order to determine the outcome of the game, we have focused on
finding a representative subgraph of the given graph. Related to this,
another interesting type of subgraph of the cubic graph G on which Staller
wins as the first player in the MBTD game is the following graph, which
will be denoted by Q.

Graph . Let @ be a subgraph of the graph G which consists of
two even cycles C; and C, with the vertex sets V(C)) = {z1,x2,..., 21}
and V(Cpn) = {y1,y2, ..., Ym}, respectively, where E(C)) = {z;z;11|i €
{1,2...,1 =1}y U{xpz } and E(Cpy) = {yiviri1li € {1,2...,m =1}y U{ymy1 }
for I,m > 4. Suppose that between C; and C), there is a path P with
the vertex set V(P) = {uj,ug,...,ur}, where ¢ > 1 is odd. Suppose
that for each k& € {1,3,5,...,t} there exist a different vertex vy, such
that ugvr € E(G). Let ziup,yiuy € E(G). If | > 4, then for every two
Tiyo, Tiys € Cp, for i € {0,...,1 — 2} there exists a different neighbour
T, 9 € Ng(zig2) and xj, 4 € Ng(zi14). Also, if m > 4, then for every two
Yit2, Yita € Cpy, for i € {0,...,m — 2} there exists a different neighbour
Yir2 € NG (yite) and yi iy € NG (Yita).

Staller’s strategy in the S-game is illustrated in Figure a) and
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[.10(b) where I =6, m = 8 and t = 5.
If z1 lies on a diamond, then in his first move Dominator is forced to claim
a vertex from that diamond. In the following, Staller uses the strategy

illustrated in Figure b).

d ds

Figure 5.10: Staller’s strategy in the S-game on @ when (a) d; € V(P) U
V(Cg) (b) dy € V(C@)

Vertices claimed by Dominator are denoted by cycles and vertices claimed by
Staller by crosses. Traps are denoted by red squares.

As we can see from this paper, finding a suitable subgraph makes it easier
to determine the winner of the game and helps in characterization of cubic
connected graphs. However, we have not covered all connected cubic
graphs, so there are still open problems related to this topic. Therefore, it
would be interesting to find some other subgraphs that could contribute
to expanding the class of cubic connected graphs for which the winner is
known in MBTD game.
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Biased games. We are curious to know what will happen in the biased
setup of MBTD game. Given two positive integers, a and b, representing
the biases of Staller and Dominator, respectively, in the biased (a : b)
MBTD game, Staller claims exactly ¢ and Dominator claims exactly b
elements of the board in each move. Now, if the biases of the players are
the same, i.e. fair (a : a) game, for a > 2, we wonder whether the outcome
of the games change compared to the outcome of the (1:1) MBTD games
that were previously studied.

Finally, we wonder how the situation changes if biased non-fair (a : b)
MBTD games are played, i.e. the games in which a # b.
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Prosireni 1zvod

Teorija kombinatornih igara bavi se istrazivanjem igara u kojima ucestvuju
dva igrac¢a sa potpunom informacijom i bez elemenata slucajnosti. Za
razvoj moderne teorije kombinatornih igara zasluzan je Dzon Konvej
(John Conway) koji je u knjigama ,O brojevima i igrama” [35] iz 1976.
i ,Pobjedni¢ki na¢in za vaSe matematicke igre” [19] (zajedno sa Elvinom
Berlekampom (Elwyn Berlekamp) i Ricardom Gajom (Richard Guy)) iz
1982. postavio njene temelje, analizirao veliki broj igara i predstavio
znacajne koncepte. Konvejeva teorija obuhvata igre kao sto su Nim koje
su zasnovane na algebarskim argumentima i pojmu dekompozicije. Igrama
koje ne obuhvata Konvejeva teorija, bavi se grana kombinatorike koja se
naziva teorija pozicionih igara. U pozicione igre spadaju popularne igre kao
§to su lks-Oks, Heks, ali i apstraktne igre na grafovima i hipegrafovima.
Za pocetak sistematskog proucavanja teorije pozicionih igara na grafovima
i hipergrafovima uzima se Hejls-DZuit teorema (Hales—Jewett theorem,)
[64] iz 1963. godine, koja se smatra temeljem moderne Remzijeve teorije,
i Erdos-Selfridz kriterij (Erdds-Selfridge criterion) [44] koji predstavlja
centralni koncept u teoriji algoritama.

Jozef Bek (Jdzsef Beck) zasluzan je za dalji razvoj ove oblasti. Teoriju
pozicionih igara oblikovao je u koherentnu kombinatornu disciplinu i u
svojoj monografiji [9] pokrio je mnoge njene aspekte. Monografija autora
Hefeca (Hefetz), Krivelevica (Krivelevich), Stojakoviéa i Saboa (Szabd)
[67] takode pruza detaljan uvod u teoriju pozicionih igara i predstavlja
rezultate novijih istraZivanja u ovoj oblasti.

Poziciona igra je hipegraf (X, F) gdje je X skup, uglavnom konacan, a
F C 2X. U igri u¢estvuju dva igraca koji naizmjeni¢no uzimaju slobodne
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elemente skupa X. Igra traje sve dok se i posljednji element iz X ne
zauzme. Skup X se naziva tabla igre, a F familija pobjednickih skupova.
U igri konfiguriSu jo§ dva parametra, pozitivni cijeli brojevi a i b koji
definidu bias igre. U (a : b) igri, prvi igra¢ uzima a elemenata po potezu,
a drugi igra¢ uzima b elemenata po potezu. U igrama bez biasa vazi da je
a = b = 1. U zavisnosti od pravila koja odreduju koji igra¢ je pobjednik,
pozicione igre mozemo podijeliti u nekoliko kategorija, a dvije osnovne
katagorije su: jake igre i slabe igre. U jakim igrama prvi igra¢ koji uzme
sve elemente nekog skupa F' € F je pobjednik. Igra je nerijeSena, ako
u trenutku kada na tabli ne ostane nijedan element, nijedan igra¢ nije
ostvario zadati cilj. Igra Iks-Oks spada u jake igre i igra se na 3 x 3
kvadratnoj mrezi. Tabla igre se sastoji od 9 elemenata, a familija F se
sastoji od 8 pobjedni¢kih skupova koji uklju¢uju sve redove, sve kolone i
dijagonale mreze.

Kada analiziramo deterministicke igre prvo na $to pomislimo je prim-
jena komjuterskog algoritma grube pretrage. Iako je to teorijski mogude, u
praksi nije izvodljivo u nekom razumnom vremenu, s obzirom da je u nekim
igrama potrebno ispitati i analizirati veliki broj moguénosti i slucajeva.
Stoga, bilo bi pozeljno imati neke generalne alate i algoritme koji nam
mogu pomodi za analizu ovih igara.

Argument krade strategije je mocan alat koji potvrduje i dokazuje intuiciju
da biti prvi igrac je uvijek prednost.

Teorema 5.1. (Argument krade strategije, [9]) U jakoj pozicinoj igri, prvi
igra¢ moze da obezbijedi bar nerijesen rezultat.

Za neke igre argument Remzijevog tipa se moze iskoristiti da se dokaze
da ishod nerijeSeno nije mogué i da prvi igra¢ pobjeduje. Argument tvrdi
da ako hipergraf F nije 2-obojiv, onda prvi igra¢ ima pobjednicku strate-
giju u jakoj igri nad hipergrafom F. Argument krade strategije i argument
Remzijevog tipa su trenutno jedini generalni alati za jake pozicione igre.
Oba alata, iako veoma moéna, niSta ne govore o tome kako pobjednicka
strategija prvog igraca treba da izgleda. Eksplicitna pobjednicka strategija
poznata je samo za nekoliko jakih igara kao Sto je igra savrSenog mecinga,
igra Hamiltonove konture [47] i igra k-povezanosti [48].

Jake igre je veoma teSko analizirati. Razlog je ¢injenica da jake igre nisu
hipergraf monotone, $to zna¢i da dodavanje grane u hipegraf igre moze
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da promijeni ishod igre (vidjeti [10]). Takode, u jakim igrama drugi igrac
se jedino moze boriti za nerijeSen ishod. Ovo prirodno vodi do koncepta
Mejker—Brejker igara koje su poznate jos pod nazivom slabe igre.

Mejker—Brejker igre

Mejker—Brejker igre igraju dva igraca Mejker i Brejker koji imaju suprotne
ciljeve. Mejker pobjeduje ako uzme sve elemente nekog pobjednickog
skupa, a Brejker pobjeduje u suprotnom, tj. ako sprije¢i Mejkera u
ostvarenju njegovog cilja. Ove igre su relaksacija jakih igara, pa se
Cesto nazivaju slabim igrama. Primjer Mejker-Brejker igre je popularna
igra Heks koja se igra na tabli u obliku romba koja se sastoji od n x n
Sestouglova (tradicionalno se igra na tabli 11 x 11). Mejkeru se dodjeljuje
par suprotnih strana romba crvene boje, a Brejkeru par suprotnih strana
romba plave boje. Igra¢i naizmjeni¢no boje svojom bojom po jedan
neobojen Sestougao. Cilj svakog igrac¢a je da napravi put od uzastopnih
Sestouglova izmedu svojih strana romba. Heks nije jaka igra jer igraci
imaju razli¢ite pobjednicke skupove. Heks teorema (Hex Theorem) Dzona
Nesa (John Nash) [57| tvrdi da svako crveno/plavo bojenje table daje
put koji povezuje dvije suprotne strane romba. Dakle, heks igra se ne
moze zavrSiti nerijeSeno, pa je mozemo posmatrati kao Mejker—Brejker
igru tako sto za pobjednic¢ke skupove uzmemo sve puteve izmedu crvenih
strana romba. Mejker pobjeduje ako do kraja igre osvoji jedan od tih
puteva. Brejker pobjeduje ako blokira Mejkera tako Sto ée napraviti svoj
put izmedu plavih strana romba.

Kao sto za jake igre, tako i za slabe igre vazi da prvi igra¢ ima prednost.
Stoga, ako Mejker pobjeduje u igri kao drugi igra¢, onda on pobjeduje u
istoj igri i kao prvi igra¢. Isto vazi i za Brejkera, [67].

Sljedeéi rezultat daje jednostavan kriterij koji garantuje pobjednicku
strategiju Brejkera na hipergrafu F.

Teorema 5.2. (Erdos-Selfridz kriterij, [{4)]) Neka je F hipergraf. Onda,

1
Z 2141 < 5= Brejker pobjeduge.
AeF
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Ako je Brejker prvi igrac¢, onda je uslov ) 4o 2-141 < 1 dovoljan da mu
ostgura pobjedu.

Ako je hipegraf igre k-uniforman (tj. svi pobjednicki skupovi su reda
k), onda prema teoremi Brejker pobjeduje ako je |F| < 2F1,
Uopsteni kriterij za Mejkerovu pobjedu dao je Bek u [9].

Teorema 5.3. [J] Neka je (X,F) poziciona igra. Neka je Ag(F) =
max{|{A € F: {u,v} C A|:u,v € X} Ako je

1
> okl 58l X],
AeF

onda Mejker ima pobjednicku strategiju u (1 : 1) igri (X, F).

Mejker—Brejker igre se uglavnom igraju na skupu grana nekog grafa
G(V,E), tj. X = E(G), gdje su pobjednicki skupovi svi skupovi grana
podgrafova od G koji posjeduju neko svojstvo grafa. NajceSc¢e razmatrane
Mejker—Brejker igre su igre koje se igraju na tabli F(K,), kao §to su
igra savrsenog mecinga - pobjednicki skupovi su svi skupovi koji sadrze
|n/2] nezavisnih grana grafa K, igra povezanosti - pobjednicki skupovi
su pokrivajuéa stabla od K,, igra Hamiltonove konture - pobjednicki
skupovi su grane Hamiltonovih ciklusa od K,, igra najmanjeg stepena
- pobjednicki skupovi su svi podgrafovi od K, pozitivhog minimalnog
stepena ¢ i igra k-povezanosti - pobjednicki skupovi su k-povezani
podgrafovi od K.

Prvi koji je istrazivao igru povezanosti na tabli E(K,) bio je Leman
(Lehman) |88] koji je pokazao da u igri bez bijasa Mejker moze da pobijedi
za n — 1 poteza $to je i najkrac¢e moguce vrijeme za pobjedu u ovoj igri.

Istrazivanje igre Hamiltonove konture ima dugu istoriju. U svom radu [27]
iz 1978. godine, Hvatal (Chwvdtal) i Erdo§ (Erdds) su razmatrali (1 : 1)
igru Hamiltonove konture na tabli E(K,) gdje su pokazali da Mejker
pobjeduje za dovoljno veliko n. Kasnije je Papajoanau (Papaioannou)
u [94] pokazao da Mejker pobjeduje za svako n > 600. U istom radu
postavio je hipotezu da je minimalan broj n za koji Mejker, kao prvi igrac,
pobjeduje u (1 : 1) igri Hamiltonove konture jednak 8. Hefec (Hefetz)
i Stih (Stich) su u [77] unaprijedili rezultat iz [94] pokazavsi da Mejker
pobjeduje za svako n > 9. Konatno, u [I03], dokazano je da nezavisno od
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toga ko je prvi igra¢, Mejker pobjeduje ako i samo ako je n > 8.

U Mejker—Brejker igrama u kojima nije tesko odrediti koji igra¢ je pob-
jednik, zanimljivije je istraziti pitanje koliko brzo igra¢ sa pobjedni¢kom
strategijom moze da pobijedi. Brze pobjednicke strategije Mejkera u
(1:1) igri Hamiltonove konture proucavali su Hefec i autori u [72] koji su
pokazali da Mejkeru treba bar n + 1, a najvise n + 2 poteza da pobijedi.
Da je optimalan broj poteza n + 1 dokazali su Hefec i Stih u [77].

Brze pobjednice strategije prouCavane i za druge Mejker—Brejker igre
bez biasa, kao Sto su igra savrSenog mecinga, igra k-povezanosti, T-igra
(vidjeti [29] 48, [72]).

Kako bi se nadoknadila Mejkerova prednost u igrama bez biasa, jedna
od mogucénosti je da se Brejkeru dozvoli da uzima vise od jedne grane po
potezu, tj. da se analiziraju (1 : b) Mejker—Brejker igre.

Mejker—Brejker igre sa biasom

Motivisani brzom pobjedom Mejkera u igrama bez biasa, Hvatal i Erdos su
u [27] istrazivali (1 : b) igre u kojima Brejker po potezu uzima b > 1 grana.
Primijetili su da su (1 : b) Mejker—Brejker igre bias monotone, $to znadi
da ako Brejker pobjeduje u nekoj (1 : b) Mejker—Brejker igri (X, F), onda
on takode pobjeduje i u (1:b+ 1) igri (X, F). Dakle, postoji jedinstven
pozitivan cio broj br takav da Mejker pobjeduje u (1 : b) igri (X, F) ako
i samo ako je b < br, gdje je F # 0 i min{|A| : A € F} > 2. Ovaj broj
naziva se granicni ili kriticni bias igre (X, F).

Dva kriterija za pobjedu u Mejker—Brejker igrama sa biasom

Generalni kriterij za Brejkerovu pobjedu u igrama sa biasom dao je Bek
[5]. Njegov kriterij je uopstenje teoreme

Teorema 5.4. (Prosgirena Erdos-Selfridz teorema, [J]) Ako je

1
1) MAle «
P
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onda Brejker, kao drugi igrac, ima pobjednicku strategiju u (a : b) Mejker—
Bregker igri (X, F). Ako je Brejker prvi igra¢ onda je uslov ) 4o (1 +
b)~14/e < 1 dovoljan da mu osigura pobjedu.

Sljedeca teorema daje dovoljan uslov za Mejkerovu pobjedu u igrama
sa biasom.

Teorema 5.5. (Uopsteni kriterijum za Mejkerovu pobjedu, [5)]) Ako je

a —l4] a2b?
Z < Zb> > (a+bb)3 'AQ(}—) ) ’X’=

AeF

onda Mejker kao pruvi igrac¢ ima pobjednicku strategiju u (a : b) igri (X, F),
gdje je Ao(F) = max{|{A € F : {u,v} C A}| 1 u,v € X,u # v}.

Grani¢ni bias u Mejker—Brejker igrama

U (1 :b) Mejker—Brejker igri osnovni zadatak je odrediti grani¢ni bias igre.
Grani¢ni bias proucavan je u mnogim radovima. U [27] Hvatal i Erdos su
pokazali da je za igru povezanosti grani¢ni bias izmedu (1/4 —e)n/Inn i
(14+¢)n/Inn za svako € > 0. Donju granicu unaprijedio je Bek u [5].
Pitanje odredivanje grani¢nog biasa za igru Hamiltonove konture bio je
dugo otvoren problem koji je istrazivan u [20, 27, 84] i vjerovalo se da je
grani¢ni bias reda Inn/n. Problem je rijesio Krivelevi¢ (Krivelevich) u [81]
Ciji rezultat je potvrdio hipotezu. RjeSenju problema pomagao je rezultat
Gebauer (Gebauer) i Saboa (Szabd) iz [68] gdje je data strategija za Mejk-
era koja mu omogucuje da pobijedi u igri minimalnog stepena protiv biasa
reda n/Inn. Odredivanje grani¢nog biasa za igru minimalnog stepena bio
je bitan korak da se odredi grani¢ni bias za igru Hamiltonove konture.
Koncept asimetri¢nih igara kombinovan sa brzim pobjednickim strategi-
jama istrazivali su Ferber (Ferber), Hefec (Hefetz) i Krivelevi¢ (Krivele-
vich) u [49], 1 Mikalacki i Stojakovi¢ u [90].

Mejker—Brejker igre sa dvostrukim biasom

Za mnoge asimetri¢ne (a : b) Mejker—Brejker igre identitet pobjednika je
poznat za slucaj kada je a = 1. Medutim, postoje igre u kojima mala prom-
jena Mejkerovog i Brejkerovog biasa moze promijeniti ishod igre. Primjer
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jedne takve igre je diametar-2 igra gdje je tabla igre E(K,), a pobjednicki
skupovi su sva pokrivajuéa stabla od K, diametra 2. U (1 : 1) igri poznato
je da Brejker pobjeduje. Poveéanjem Mejkerovog i Brejkerovog biasa za 1,
situacija se mijenja i Mejker je pobjednik u (2 : 2) $to je pokazano u [3].

Igre u kojima su biasi Mejkera i Brejkera oba veéa od 1 se ¢esto nazivaju
igre sa dvostrukum biasom. Kako su i (a : b) bias monotone, moze se
definisati opsti graniéni bias igre kao jedinstven pozitivan cio broj takav
da u (a:b) igri (X, F) Mejker pobjeduje ako i samo ako b < br(a). Opsti
grani¢ni bias za igru povezanosti i igru Hamiltonove konture procijenjen
je za svako a > 1 u [70, B9]. Brze pobjednictke strategije u fer igrama sa
dvostrukim biasom istrazivali su Klemens (Clemens) i Mikalacki u [33].

Razlicite varijante Mejker—Brejker igara

Postoje razli¢ite varijante i modifikacije Mejker—Brejker igara. U radovima
[61, 62], 82] proucavane su Mejker—Brejker igre na K, u kojima jedan od
igraca igra nasumicno, dok drugi igra¢ igra prema optimalnoj strategiji. U
radovima [50} [05] proucavane su Mejker—Brejker igre gdje se prije svakog
poteza baca novéié¢ i Mejker igra svoj potez sa vjerovatnoéom p nezavisno
od drugih poteza.

U [102] Stojakovi¢ i Sabo predlozili su novi pristup koji nadoknaduje
Mejkerovu prednost u igrama bez biasa. Oni su posmatrali Mejker—Brejker
igre na tabli koja se dobija uklanjanjem elemenata table nezavisno sa
vjerovatnoé¢om 1 — p za dato 0 < p < 1. Slucajni graf G(n,p) se dobija
bacanjem nov¢ica za svaku granu grafa K, nezavisno sa vjerovatno¢om p
kako bi se odredilo da li grana treba da bude element table X. Postavlja
se pitanje odredivanja grani¢ne vjerovatnoée za postojanje Mejkerove
strategije kojom bi osvojio pobjednic¢ki skup u igri koja se igra na tabli
slu¢ajnog grafa G(n,p). Mejker—Brejker igre na slu¢ajnim grafovima
istrazivane su u [30, [32], 66, [70, OT], 03], TOTL, 100} 102].

Tacer—Izolator (Toucher—Isolator) igre su varijanta Mejker—Brejker
igara koja se igra na skupu grana datog grafa G. Prvi igra¢ (Tacer) ima
za cilj da dotakne Sto veéi broj ¢vorova grafa, a drugi igra¢ (Izolator)
pokuSava da minimizuje taj broj. Ove igre prvi su predlozili Dauden
(Dowden), Kang (Kang), Mikalacki i Stojakovi¢ u [4I], a dalje su
proucavane u [23], 06 [97].
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Avojder—Enforser igre (Avoider—Enforcer) su igre u kojima igraci, Avo-
jder i Enforser, imaju suprotne ciljeve od onih koje imaju Mejker i Brejker.
Naime, Avojder pokusSava da izbjegne osvajanje pobjednickog skupa, dok
Enforser pokusSava da ga natjera na to. Postoje dvije verzije ove igre,
striktna - gdje svaki igra¢ uzima po potezu tacan broj elementa odreden
njegovim biasom, i monotona - gdje igra¢i uzimaju bar onoliko elemenata
po potezu koliko je odredeno njihovim biasom. Ove igre prou¢avane su u
mnogim radovima (vidjeti |4, T3], 28 511, 63, [68, 69) [7T], [73]).

Vejter—Klijent ( Waiter—Client) i Klijent—Vejter (Client—Waiter) igre
su blisko povezane se Mejker—Brejker i Avojder—Enforser igrama. Glavna
razlika su pravila po kojima igraci biraju elemente. U (a : b) igri obje vrste
Vejter nudi Klijentu a + b slobodnih elemenata, Klijent bira a, a preostalih
b uzima Vejter. Ako je u posljednjoj rundi ostalo 1 < ¢ < a + b elementa,
onda Klijent uzima max{0,t — b} elementa, a Vejter uzima min{¢,b}. U
Vejter—Klijent igrama, Vejterov cilj je da natjera Klijenta da uzme sve
elemente nekog pobjednickog skupa, dok Klijent pokusava da izbjegne
osvajanje pobjednickog skupa. U Klijent—Vejter igrama, Klijent pobjeduje
ako osvoji sve elemente nekog pobjednickog skupa, dok u suprotnom Ve-
jter pobjeduje. Vejter—Klijent i Klijent—Vejter igre je prvi proucavao Bek
[7]. Dalja istrazivanja radena su u |12} [14, 15} [3T), 86} 37 B8, [39) [74L [75], [85].

Varijante Mejker—Brejekr igara koje su od posebnog interesa za ovu dis-
ertaciju su Voker—Brejker igre (Walker—Breaker games) i Mejker—Brejker
igre totalne dominacije (Maker—Breaker total domination games).

Mejker—Brejker igre sa ogranicenjima

Mejker—Brejker igre koje se igraju na skupu grana datog grafa G gdje
Mejker mora da bira grane kao da se Seta kroz graf, odnosno grana koju
bira u trenutnom potezu mora biti incidentna sa ¢vorom u kojem je
zavrsio svoj prethodni potez, nazivaju se Voker—Brejker igre. Ove igre
uveli su nedavno Espig (Espig), Friz (Frieze), Krivelevi¢ (Krivelevich) i
Pegden (Pegden) u [45].

Nije tesko primijetiti da Brejker jednostavno moze da izoluje ¢vor iz
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Vokerovog grafa. Nakon prvog Vokerovog poteza Brejker fiksira ¢vor koji
Voker nije dodirnuo u svom prvom potezu, a potom u svakom narednom
potezu uzima grane izmedu tog fiksiranog ¢vora i Vokerove trenutne
pozicije.
Kako Voker nije u moguc¢nosti da dodirne sve ¢vorove grafa, postavlja
se pitanje koliko najvise ¢vorova Voker moze da dodirne. Ovo pitanje
razmatrano je u [45] i pokazano je da najveéi broj &vorova koje Voker
moze da dodirne u (1 : b) igri je n — 2b + 1 gdje je b konstanta. U svom
radu [45], autori su predlozili mnogo interesantnih pitanja za dalji razvoj
ovih igara. Jedno od tih pitanja istrazivali su Klemens (Clemens) i Tran
(Tran) u [34], gdje su pokazali da u igri bez biasa Voker moZe da napravi
ciklus duzine n — 2, dok u igri sa biasom duzina najveceg ciklusa koji
Voker moze da napravi je n — O(b) gdje je b < e
Posto Voker ne moze da napravi pokrivajuéu strukturu ni za jedno
b > 1, postavlja se pitanje da li se situacija mijenja ako se Vokerov bias
poveéa za 1 ili ako su oba igraca ograni¢ena da biraju grane kao da se
Setaju kroz graf.

Mejker—Brejker igre (totalne) dominacije

Mejker—Brejker igre dominacije su prvi put proucavali Dusen (Duchéne),
Gledel (Gledel), Paro (Parreau) i Reno (Renault) u [42]. Igra se igra na
skupu ¢vorova datog grafa G, a igraci se zovu Dominator (Dominator) i
Stoler (Staller) prema ulogama koje imaju u igri. U Mejker—Brejker igri
dominacije, koja igra na datom grafu G(V, E), tabla igre je X = V(G), a
familija pobjednicki skupovi su zatvorena susjedstva svih ¢vorova iz datog
grafa. Stoler je Mejker i pobjeduje ako uspije da osvoji neki ¢vor v i sve nje-
gove susjede, a Dominator je Brejker i pobjeduje ako ¢vorovi koje uzme u
toku igre formiraju dominirajuéi skup. U radu [42] autori su istrazivali koji
igra¢ ima pobjednicku strategiju, a u radu [60] fokus je bio na istrazivaju
minimalnog broja poteza koji su potrebni da Dominator pobijedi u igri za
koju ima pobjednicku strategiju.

Mejker—Brejker igre totalne dominacije (MBTD igre) uveli su Gledel
(Gledel), Hening (Henning), Ir§i¢ (Irgic¢) i Klavzar (KlavZar) u [59]. Pob-
jedni¢ki skupovi su otvorena susjedstva svih ¢vorova datog grafa. Stoler
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pobjeduje ako uspije da uzme sve susjede nekog Cvora, a Dominator
pobjeduje ako ¢vorovi koje je uzeo tokom igre formiraju totalni domini-
rajudci skup.

U [59] autori su istrazivali ishod u MBTD igrama koje se igraju na mrezama
i grafovima koje su Dekartov proizvod puteva i ciklusa. Klasifikovali su
kaktus grafove (povezane grafove u kojima svaka dva ciklusa imaju naj-
vise jedan zajednicki ¢vor) u zavisnosti od ishoda igre. U istom radu [59]
autori su primjetili da klasifikacija kubnih grafova u zavisnosti od ishoda
MBTD igre nije jednostavan zadatak s obzirom da postoji beskona¢no
mnogo povezanih kubnih grafova u kojima Stoler pobjeduje, a uslov min-
imalnog stepena grafa nije dovoljan da garantuje pobjedu Dominatora u
slucaju kada je Stoler prvi igrac.

Ovo otvara pitanje da se klasifikuju povezani kubni grafovi na kojima Dom-
inator pobjeduje i oni povezani kubni grafovi na kojima Stoler pobjeduje
u igri totalne dominacije, kao $to je sugerisano u [59].

Rezultati

Voker—Brejker igre sa dvostrukim biasom

U glavi 3 istrazujemo (2 : b) Voker—Brejker igre na K, kako bismo odredili
grani¢ni bias u igri povezanosti i igri Hamiltonove konture. Kao §to je
ranije istaknuto, u Voker—Brejker igrama na K,,, Voker ne moze da napravi
pokrivajuéu strukturu kada igra sa biasom 1, jer Brejker moze jednostavno
da izoluje ¢vor iz Vokerovog grafa. Pokazujemo da se situacija mijenja sa
povecanjem Vokerovog biasa za 1. Dajemo odgovore na sljededa pitanja
koja su predlozena u [34]:

Pitanje 5.6 ([34], Problem 6.4). Koja je najveéa vrijednost biasa b za koji

Voker ima strategiju da napravi pokrivajuce stablo u (2 : b) Voker—Brejker

igri na K, ?

Pitanje 5.7 (|34], Problem 6.5). Da li postoji konstanta ¢ > 0 takva da
Ccn

Voker ima strategiju da napravi Hamiltonovu konturu u (2 : m) Voker—
Brejker igri na K, ¢

Da bi se mogao dati odgovor na pitanje [5.6] potrebne su sljedece dvije
teoreme. Prva teorema daje donju granicu za grani¢ni bias u (2 : b) Voker—
Brejker igri povezanosti.

109



MEJKER-BREJKER IGRE

Teorema 5.8. Za svako 0 < ¢ < % i dovoljno wveliko n, Voker ima

strategiju da pobijedi u (2 : b) Voker—Brejker igri povezanosti na K, za
b< (-

Inn-

Teorema, daje daje gornju granicu za grani¢ni bias u (2 : b) Voker—
Brejker igri povezanosti.

Teorema 5.9. Za svako € >0 ib> (1+¢)q, Brejker ima strategiju da
pobijedi u (2 : b) Voker—Brejker igri povezanosti na K,, za dovoljno veliko
n.

Sljede¢a teorema daje donju granicu za grani¢ni bias u (2 : b) Voker—
Brejker igri Hamiltonove konture.

Teorema 5.10. Postoji konstanta o > 0 takva da za svako dovoljno veliko
nib < apt Voker ima strategiju da pobijedi (2 : b) Voker-Brejker igri
Hamiltnove konture na K,.

VokerMejker—VokerBrejker igre bez biasa

U glavi 4 istrazujemo VokerMejker—VokerBrejker igre (ili VMejker—
VBrejker igre, krace). Podsjetimo se da su to Mejker—Brejker igre u kojima
su oba igraCa ograni¢eni po pitanju izbora grana, tj. i Mejker i Brejker
moraju da biraju grane kao da se Setaju kroz graf. Fokusirac¢emo se na
VokerMejker—VokerBrejker igre bez biasa sa ciljem pronalaska brze pob-
jednitke strategije za VokerMejkera u igri povezanosti i igri Hamiltonove
konture. Dokazujemo sljedeée teoreme:

Teorema 5.11. U (1 : 1) VMejker—VBrejker igri povezanosti na E(K,),
VMejker ima strategiju da pobijedi za najvise n + 1 poteza.

Teorema 5.12. U (1:1) VMejker—VBrejker igri Hamiltonove konture na
E(K,), VMejker ima strategiju da pobijedi za najvise n + 6 poteza.

Takode, razmatramo koliko dugo VBrejker, kao drugi igra¢, moze da
prolongira VMejkerovu pobjedu.

Teorema 5.13. U (1 : 1) VMejker—VBrejker igri povezanosti na E(K,),
VBrejker, kao drugi igrac, ima strategiju da odlozi VMejkerovu pobjedu za
bar n poteza.
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MBTD igra na kubnim grafovima

U glavi 5 istrazujemo Mejker—Brejker igre totalne dominacije na kubnim
grafovima. Bavimo se karakterizacijom povezanih kubnih grafova na ko-
jima Dominator pobjeduje i onih povezanim kubnim grafovima na kojima
Stoler pobjeduje. U kubnim grafovima sa n > 6 ¢vorova, za svaki &vor
vazi jedna od sljedece tri mogucénosti, [80]:

tip 1. évor pripada ta¢no dvama trouglovima
tip 2. ¢évor pripada jednom trouglu
tip 3. ¢vor ne pripada nijednom trouglu.

Dakle, kubni grafovi se mogu klasifikovati prema broju ¢vorova tipa 1, tipa
2 1 tipa 3. Ako sa T1,T5 i T5 oznaimo broj ¢vorova tipa 1, tipa 2 i tipa 3,
redom, onda su ovi brojevi povezani sljede¢om formulom, [80]:

T :2k‘1, T2:T1+3]{22, T+ 154+ 15 =n,

gdje su kp i ko nenegativni cijeli brojevi, a n oznacava broj ¢vorova u grafu.
Ako kubni graf sadrzi ¢vor tipa 1, onda taj graf sadrzi bar jedan dijamant
(graf K4 bez jedne grane). U daljem, pod trouglom podrazumijevac¢emo
indukovan graf K3 koji nije dio dijamanta.

Uzimajuéi u razmatrane navedene tipove kubnih grafova, dokazujemo
sljedeée teoreme.

Teorema 5.14. Neka je G povezan kubni graf sa n > 6 dcvorova koji

je unija cvorno-disjunkinih dijamanata. Tada, Dominator pobjeduje u
MBTD igri na G.

Teorema 5.15. Neka je G povezan kubni graf sa n > 6 ¢vorova takav da
svaki ¢vor pripada tacno jednom trouglu, tj. G je unija cvorno-disjunktnih
trouglova. Ako jen = 6, Dominator pobjeduje uw MBTD igri. Ako jen > 6,
Stoler pobjeduje.

Teorema 5.16. Neka je G povezan kubni graf sa n > 6 cvorova koji
je uniyja cvorno-disjunktnih trouglova © dijamanata. Tada, postoje samo
dva tipa takvih grafova na kojima Dominator pobjeduje. U svim ostalim
slucajevim, Stoler pobjeduje.
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Uopsteni Petersenovi grafovi privukli su dosta paznje jos od njihove
definicije. U [59] autori su pokazali da u MBTD igri na grafu P,O0C,,, za
n > 3, Dominator pobjeduje. Ovaj graf je ekvivalentan uopStenom Pe-
tersenom grafu GP(n,1). Za graf GP(5,2) dokazano je u [59] da Stoler
pobjeduje. Sljede¢a teorema daje karakterizaciju grafova GP(n,2) za
svako n > 6.

Teorema 5.17. U MBTD igra na GP(n,2) za n > 6 Stoler pobjeduje.

Istrazujemo i MBTD igre na kubnim bipartitnim grafovima i dokazu-
jemo sljedeéu teoremu.

Teorema 5.18. U MBTD igri na kubnom bipartitnom grafu Dominator
pobjeduge.

Konaéno, posmatramo MBTD igru na grafu G koji je unija ¢vorno-
disjunktnih K7 3 i dokazujemo sljede¢u teoremu.

Teorema 5.19. Neka je G povezna kubni graf sa n > 6 ¢vorova formiran
kao unija k > 2 cvorno-disjunktnih K1 3. Za k = 2, Dominator pobjeduje.
Za k > 3, Stoler pobjeduje.
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Osaj Obpazay uunu cacmaguu 0eo 0OKMoOpcKe oucepmauyuje,
0OHOCHO OOKMOPCKO2 YMEeMHUUKO2 NPojekma Koju ce Opauu Ha
Yuusepsumemy y Hosom Caoy. Ilonywen Obpa3zay ykopuuumu
usa mexcma OOKMoOpcKe oucepmayuje, 00OHOCHO OOKMOPCKO2
VYMEeMHUYKOo2 npojexma.

[I;man TpeTMana nmojgaraka

Ha3us npojexra/mcrpaxnBama

Mejkep-bpejkep urpe na rpadosuma/Maker-Breaker games on graphs

Ha3uB HHCTUTYIHje/MHCTUTYIHja Y OKBHPY KOjHUX ce CIIPOBOIHN
HCTPA:KUBaIbe

VYuusepsurer y Hosom Cany, [Ipupogno-matematnuku akynrer, [lenaprman
3a MaTeMaTHKy 1 HHPOPMATHKY

Ha3uB nporpama y 0KBHpPY KOI' ce peajiu3yje HCTPAKUBabe

HctpaxuBame ce peanmmsyje y OKBHPY H3paje IOKTOPCKE Tucepallje Ha
CTyAHjcKOM Tporpamy JlokTopcke akageMcke ctynuje MapopmaTuke.

1. Onuc mogaraka

1.1 Bpcra ctyauje

Ykpamxo onucamu mun cmyouje y okeupy Koje ce nooayu RpuKyn/eajy
Cryauja ce 6aBu nmo3unmoHuM urpama tTuna Mejkep-bpejkep (Maker-Breaker).

Crynuja je TeOpHjCKOT THITa y OKBHPY KOje ce pa3Bujajy HOBE TeopeMe 1
BUXOBH JI0Ka3H.

1.2 Bpcre momaraka

KBaJIUTaTUBHU

HaroHanHu mopTtai 0OTBOpeHe Hayke — OPen.ac.rs



1.3. Haune npukynbama nogaraka

a) TEKCT, HABECTH BPCTY: HAYYHE MyOIHKAIlH]je

1.3 ®opmart nogaraka, ymoTpedspeHe ckaje, KOTHIuHA [To1aTaka
[IperxomHo 00jaBIbeHN HAYYHU PAJIOBH Y T hopMaTy.
1.3.1 YnorpebsbeHu copTBEp U opMar JaToTeKe:

PDF daji, naroreka: .pdf
1.3.2. Bpoj 3amuca (ko KBaHTUTATUBHUX TTO/IaTaKa)
a) Opoj Bapujadu -

0) Opoj Mepema (MCIUTaHUKA, TIPOIICHA, CHUMAaKa U CII.) -

1.3.3. [loHoBJbEHA MEPEHA

He.

YKOIHUKO je OATOBOp /1a, OATOBOPUTH Ha cieacha murama:

a) BPEMEHCKH pa3Mak W3MeJ]jy TOHOBJFEHUX Mepa je

0) Bapujabie Koje ce BHIIE IMyTa Mepe OHOCE Ce Ha

B) HOBe Bep3Hje (ajlioBa KOjH caJipiKe MOHOBJLEHA MEPEHA CY HMEHOBAHE
Kao

Hamnomene:

Ha nu hopmamu u cogpmeep omozyhaeajy oemerve u dy20pouny 6anOHOCm
nooamaka?

a.

Haunonanxu nopran oTBOpeHe HayKe — Open.ac.rs



2. [Ipukymbame nogaTaKa

2.1 Metonoinoryja 3a NpUKyIUbabe/TeHEpUCabe OAaTaKa

2.1.1. Y okBHpPY KOT UCTPaXHBAYKOT HAI[PTa Cy MOJAIM MPUKYTJHEHN?
aHaIlM3a TEKCTa U3 MPETXOIHO 00jaBJbeHE JINTEpaType

2.1.2 Hagecmu épcme MepHUX UHCMPYMEHAMA ULU CMAHOApoe no0amaxd
cneyupuunux 3a 00pelheny Hayuny OUCYunIuHy (aKo nocmoje).

2.2 KBanureT nojaraka u CTaHIapIu

2.2.1. Tperman HeaocTajyhux nojaraka

a) Jla 1 matpua caapxu Hepocrajyhe nmomarke? He

AKO je oIroBOp J1a, OATOBOPHUTH Ha ciesneha nurama:

a) Kounuxku je 6poj Henocrajyhux nmonaraxa?

0) Jla 1 ce KOPUCHUKY MaTPHIIC MIPETopy4yje 3aMeHa HepocTajyhux
nojgataka? Jla He

B) AKO je 0JITOBOp J1a, HABECTH CyrecTHje 3a TPeTMaH 3aMeHe
HemocTajyhux momataka

2.2.2. Ha Koju Ha4MH je KOHTPOJIMCaH KBaJuTeT rnojaraka? Omnucaru

2.2.3. Ha Koju Ha4MH je n3BpIIeHa KOHTPOJIA YHOCA MOJIaTaKa y MaTpHILy?

3. TpermaHn noagaraka u npareha 1okymeHTanuja
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3.1. TpeTMmaH u yyBame OAaTaKa

3.1.1. lHooayu he bumu oenonoganu y 3ajeOHuyKU NOPMAL CUX OOKMOPCKUX
oucepmayuja u u3Beumaja KOMUCUja 0 UX080] OYeHU HA YHUBEP3UTHEMUMA Y
Cpouju (NaRDUS) u y penozumopujymy 00Kmopckux oucepmayuja
Yuueepsumema y Hosom Caoy (CRIS).

3.1.2. URL adpeca

3.1.3. DOI

3.1.4. Jla mu he nooayu bumu y omeopeHom npucmyny?

a) la

Axo je 002060p He, Hagecmu pazioe

3.1.5. llooayu Hehe 6umu 0enoHo8anu y peno3umopujym, aiu fie oumu yygau.
Obpasnooicerve

JlokTopcka qucepraiiuja he OUTH JENOHOBaHA y PEIO3UTOPHjyMY JHCEPTaLIrja
VYuusepsurera y Hosom Cany.

3.2 MeTtanojany ¥ JOKyMEHTAIIWja oiaTaKa
3.2.1. Koju crannmapx 3a Meranojaarke he OuTH npuMemneH?-

3.2.1. HaBectn MeTarofaTke Ha OCHOBY KOjHX Cy TIOJAIH JCTIOHOBAHH y
PETO3UTOPHjyM.

Axo je nompebno, nasecmu memoode Koje ce KOpucme 3a npey3umarbe
nooamaka, anarumuyke u npoyedypaine unpopmayuje, wuxo8o Kooupare,
demasvhe onuce sapujadau, 3anuca umo.
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3.3 Crpateruja u craHfapau 3a YyBame NojjaTaka

3.3.1. Jlo xor mepuoxa he momany OWTH YyBaHH y PETIOZUTOPHjyMYy?
Heorpannueno

3.3.2. Jla 1 he momaru 6utw nenonoBanu mox mmgpom? He
3.3.3. Jla 1 he mmdpa 6utn noctynHa oapelheHoM Kpyry nctpaxusada? He

3.3.4. Jla mu ce momany MOpajy YKIIOHHTH U3 OTBOPEHOT MPUCTYTIA TIOCHE
M3BECHOT BpeMeHa?

He

OO0pa3noxuTH

4. Be30eIHOCT MOJATAKA W 3AIITHTA MOBEP/LHBUX HH(pOPMALHja

OBgaj onesbaxk MOPA OuTH nonymweH ako Bally NOJalu YKIbY4yjy JTHYHE
MOJAaTKe KOjH € OAHOCE Ha YUYECHUKE Y HCTPAXKHUBAY. 3a IPYra HCTPAKUBAbA
Tpeba Takohe pa3MOTPUTH 3aMITUTY W CUTYPHOCT ITO/IaTaKa.

4.1 ®opmanHu CTaHAAPAHU 3a CUTYPHOCT HH(pOpMaLnja/mogaTaKa

HcTpakuBaum KOju CIIPOBOJIC UCITUTHBAA C JbYIUMa MOPajy Jia ce
NpUApKaBajy 3aKoHa O 3alITUTH [I0JIaTaKa O TMYHOCTU
(https://www.paragraf.rs/propisi/zakon_o_zastiti_podataka o _licnosti.html) u
onrOBapajyher HHCTUTYIIUMOHAJIHOT KOAEKCAa O aKaICMCKOM HHTETIPUTETY.

4.1.2. Jla nu je ucTpakuBame 0/J00pPEHO 0] cTpaHe eTruke komucuje? Jla He

Ako je oarosop /la, HaBecTH 1aTyM U HA3WB €THYKE KOMHUCH]E KOja je
0/100pHJIa NCTPAKUBAHE
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4.1.2. Jla 1 mola1yl YKIJbY4yjy JMYHE MMOAATKE yUESCHUKA Y UCTpaxkuBamy? [la
He

Axo je OATOBOP Ja, HABSIUTC Ha KOjI/I Ha4Y1H CTC OCUT'YpaJIu ITOBCPJbUBOCT U
CUT'YPHOCT I/IH(bOpMaLII/Ija BC3aHUX 3a UCIIMTAHUKEC:

a) [Nopanm HKICY Y OTBOPEHOM HPUCTYITY
0) [lomanm cy aHOHUMU3UpPAaHU
II) Ocrano, HaBeCTH ITa

5. JIocTYyNHOCT moaTaka

5.1. llooayu he bumu
jasHo docmyntu

Axo ¢y nooayu 0ocmynHu camo YCKOM Kpyay UCMpadicusaid, Hagecmu noo
KOjuM YCa08umMa Moy 0a ux Kopucme:

Axo ¢y nooayu 00CmynHu camo YCKOM Kpy2y UCIpAadiCusadd, Hagecmu Ha Koju
HAYUH MO2y NPUCTYRUMU HOOAYUMA:

5.4. Hasecmu auyenyy noo xojom he npuxynmsenu nooayu Oumu apxueupanu.

AyTOpCTBO — HEKOMEPLIUjaJTHO — ACIUTH 110l HICTUM YCIIOBHMA

6. Ya1ore n oaroBopHocT

6.1. Hasecmu ume u npesume u mejn aopecy 81achuka (aymopa) nooamaxa

Josana ®opuan dmi.jovana.jankovic@student.pmf.uns.ac.rs

Mupjana Mukanauku mirjana.mikalacki@dmi.uns.ac.rs
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6.2. Hasecmu ume u npesume u meji aopecy ocode Koja o0picasa Mampuyy ¢
nooayuma

6.3. Hasecmu ume u npezume u mejn aopecy ocobe koja omozyhyje npucmyn
nooayuma Opyeum UCmpaniCusauuma

Josana ®opuan dmi.jovana.jankovic@student.pmf.uns.ac.rs

Mupjana Mukanauku mirjana.mikalacki@dmi.uns.ac.rs
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