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uzrokovano fonoloSkim zahtevom. Leva dislokacija
odvojene teme i u englesko i u srpskom jeziku
obelezava referencijske teme i takode je sredstvo
unapredivanja teme u srpskom, kao $to se argumentuje
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AB Left Dislocation in English and Serbian is to describe

and offer a generative account of the syntactic and
information-structural properties of topicalization and
left dislocation in the languages in question, two
superficially similar preposing structures which
express the same propositions, but are not felicitous in
the same context. The analysis is not contrastive in the
sense that we are looking for English-Serbian
counterparts or vice versa, but the tertium
comparationis are the phenomena of topicalization
and left dislocation. The fundamental diagnostics of
differentiating between the two variants of left
dislocation identified in Serbian is laid out, viz.
Hanging Topic Left Dislocation and Contrastive Left
Dislocation. The dissertation also explores how
informational structuring of an utterance determines
contextual choices. The lexicon provides the input to
the computational system which by means of features
builds structure via phases and also gives rise to
displacement. The data related to information structure
come from the numeration. The results of the research
indicate that the notion of a topic should be
deconstructed in a combination of the features [+/-
a(nchored), +/-c(ontrastive)], similarly to Lopez
(2009), anchored in the sense of Birner & Ward
(1998), and contrastive in the pragmatic sense of Titov
(2013), whereby [+/-c] is parasitic on [+a].
Topicalization in both English and Serbian, and
Contrastive Left Dislocation in Serbian mark topics
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[+a, +c], whereas Hanging Topic Left Dislocation
HTLD in both English and Serbian marks topic [+a, -
c]. It is argued that adding pragmatic features in
addition to formal ones relevant to the derivation by
the operation which forms the numeration does not
offend the Inclusiveness Condition either. The
interpretation of an element marked as a topic is the
result of its featural content and its syntactic position,
reflecting the interaction of syntax, prosody and
pragmatics. Pragmatic features are valued but
uninterpretable in the numeration rendering the
syntactic object containing it active for syntactic
operations. Probe (pragmatic) features trigger
Agree(ment), but not displacement. It is an edge
feature that drives movement or Internal Merge. It is
argued that topicalization in both English and Serbian
is generated by movement. The edge feature on C
(Force) licenses the TopP if it is required for the
interpretation and if it is structurally possible, as
observed by Jiménez-Fernandez & Miyagawa (2014).
Unlike in English, the non-phase head T in Serbian
can inherit an edge feature from C and license the
TopP in the Spec, TP in those structures which are said
to be incompatible with topicalization in English. The
head licensing the left-dislocated element is realized
as comma intonation, as argued by Emonds (2004). It
Is argued that Hanging Topic Left Dislocation in both
English and Serbian is derived by base-generation of
the left-dislocated constituent in its surface position
(adjoined to a CP), whereas Contrastive Left
Dislocation in Serbian by movement (also to a
position attached to a CP). What moves is the
resumptive pronoun, and then co-reference is
established upon adjoining of the left-dislocated
element via the operation Match or Match+Agree of
Boeckx (2003), which is the only way not to violate
the Inclusiveness Condition.  Although  both
Topicalization and Contrastive Left Dislocation mark
contrastive topics, they have different discourse
distributions, as confirmed by our corpus, thus this
adjoining of a left-dislocated element is justified. In
the case of Hanging Topic Left Dislocation, co-
reference between the left-dislocated element and the
resumptive pronoun is established via the operation
Match of Boeckx (2003). If the resumptive pronoun is
a clitic, it moves to the second position in its
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intonational phrase triggered by the phonological
requirement. Hanging Topic Left Dislocation in both
English and Serbian marks referential topics and it is
also a topic-promoting device in Serbian, as argued on
relying on our corpus.
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Typography and Conventions for Glosses

Book and article titles, Latin words and expressions and in-text examples are in italics.
Technical terms are italicized only when mentioned for the first time.

Words or phrases serving as topics and resumptive pronouns in the examples are in
boldface.

Single quotation marks are used for English equivalentss of the examples from Serbian
(and other languages), for words and expressions from the examples referred to in the
main text, and for citations. Double quotation marks are used for quoted words or
expressions within guotations.

The strikethrough indicates the lack of pronunciation and feature checking.

The numbering of examples starts afresh in each chapter.

The examples which are considered ungrammatical by native speakers are marked with
an asterisk (*) and those which are judged degraded with a question mark (?) or a double
question mark (??) if degraded to a greater extent.

The examples which are grammatical but contextually infelicitous are marked with a
hashtag (#).

Additional information, comment or clarification in a citation or an example is enclosed
by square brackets.

Glosses include the minimum information necessary. For instance, verbal morphology in
Serbian inflects for tense, mood, aspect, person and number. In addition to tense, person

and number are indicated only in the case when the subject is omitted.



Contents

ACKNOWIEAGEMENTS ... e 1
1. Introductory ConSIAerations ............couiuiirieit i e e 2
1.1 The Subject of the Research and the Methodology .............ccoooiiiiiiiiiiiinnn. 2
1.2 Information Structure: Key Terms and CONCEPLS ........c.ovvriiiiiiiiiiiieiieeeen, 4
1.3 The Outline of the DISSErtation ............c.ouiiieiniii e 23
2. The Minimalist Framework of Sentence Analysis and Information Structure .................. 27
2.1 A Brief Overview of the Development of the Chomskyan Investigation ............. 27
2.2 Minimalist DeriVAtION ........ooieitiii e 29

2.3 The Issues of the Minimalist Framework and Information Structure Integration ... 37

3. Distinguishing Topicalization from Left Dislocation in English: the Database ................ 43
3.1 Syntactic Properties of Topicalization and Left Dislocation in English .............. 43

3.1.1 Structural CharaCteriStiCS .........ouiuiriit it 44
3.1.1.1 The Nature of Fronted Elements ..., 44
3.1.1.2TOP, LD and Embedding ............cooeiiiiiiiiiiiiiiiiieiieennn, 48

3.1.2 TOP, LD, Long Distance Dependencies and Island Sensitivity ............ 50

3.1.3 TOP, LD and Reconstruction Effects ...............cooooiiiiiiiiiiiinnn.n. 54

3.4 SUMIMAIY .ottt et et et e e e e e aeaaas 56

3.2 Discourse Functions of Topicalization and Left Dislocation in English ............. 57
3.2.1Birner & Ward (1998) .......oviiriiii i 57

3.2.2 Prince (1997, 1998) and Gregory & Michaelis (2001) ....................... 60

3.2.3 Information-Structural Properties of TOP and LD in English ............... 64

32,4 SUMIMAIY .ottt e e e e et e et ettt e e eaans 67

4. Distinguishing Topicalization from Left Dislocation in Serbian ................................. 68
4.1 Syntactic Properties of Topicalization and Left Dislocation in Serbian .............. 68

4.1.1 The Nature of Fronted Elements, Case Connectivity, Clitic Placement ... 68

4.1.2Two Typesof LD inSerbian ...........cooovviiiiiiiiiiiiieeees 79

4.1.2.1 TOP, HTLD, CLD and Reconstruction Effects ................... 82
4.1.3 TOP, LD, Long Distance Dependencies and Island Sensitivity ............ 86
4.1.4TOP, LD and Embedding .........cooviniiiiiiiii e, 91

xi



415 SUMMAIY .o e e e e 94

4.2 Discourse Functions of Topicalization and Left Dislocation in Serbian ............. 96

4.2.1 Discourse FUnction of TOP ........ooiiiiiiiiiii e, 99
4.2.2 Discourse Functions of HTLD and CLD ...........cooviiiiiiiiiniiin, 104
4.2.3TOPVEISUS CLD ... e 111
.24 SUMIMAIY ..ottt et et e e et et e e e et e e e aeeens 114
5. Previous Accounts of Topicalization and Left Dislocation within the Minimalist Program ..116
5.1 Traditional Adjunction Approaches Reincarnated .................ccccoviiiiiiininnnn.. 117
5.2 Information-Structural Import Syntactically Encoded ...........................oal . 122
5.2.1 Rizzi (1997, 2004, 2006) ......ouiuinininiiiieie e, 122
5.2.2 Grohmann (2000, 2003) and Sturgeon (2008) ...........cccovviviiniininnnnnn. 126
5.2.3 Argument Fronting as a Main Clause Phenomenon .......................... 131
5.2.3.1 The Truncation Approach by Emonds (2004) ........................ 132

5.2.3.2 The Competition Approach by Jiménez-Fernandez & Miyagawa

(2014) 134
6. The Proposal: A Feature-Based Account of TOP and LD in English and Serbian ............ 137
6.1 The Main Theoretical ASSUMPLIONS .........ooviritit i, 137
6.2 Deriving TOP in English and Serbian ...............cooooiiiiiiiii 145
6.3 Deriving HTLD in English and Serbian and CLD in Serbian .......................... 155
7. Concluding Summary and Pending Research ..o 166
R =T =] 0T 169
ApPpPendix 1: QUESLIONNAITE ... ...ttt et e e et et e e e eaees 193
AppendiX 2: QUESTIONNAITE ... ...t e e e, 199

xii



Acknowledgements

First and foremost, | thank to my advisor Prof. Dr. Sabina Halupka-ReSetar for her devoted
guidance, invaluable exhaustive comments, and constant encouragement which greatly

contributed to my motivation to finish the dissertation.

I would especially like to thank to Prof. Dr. John Frederick Bailyn, Stony Brook
University, New York, for being available to answer my questions and for his native speaker

judgments.

| also owe a deep debt of gratitude to my colleagues and friends for their time and
patience in providing native speaker judgments and for their wholehearted support (in
alphabetical order): Aleksandra Kolari¢, Alison Kapor, Ana Soti, Ankica Vuckovi¢, Borislava
Kolari¢, Mirjana Cetkovi¢, Biljana Jeremi¢, Biljana Oméikus, Danijela Petrovi¢, Dragan Tubié,
Dragana Gacesa, Dragoljub Peri¢, Geoffrey Wormus, Gorana Kukobat, Gordana Mares, lvana
Jari¢, Jelena Biljetina, Jovan Petrovi¢, Ljiljana Tubi¢, Marina Petrovi¢, Marinela Vidakovi¢,
Mihail Antolovi¢, Milan Zeljkovi¢, Milana Om¢éikus, Milivoje Mladenovié¢, Minja Vizi, Mirjana
Batanjski, Natasa Gojkovi¢, Olivera Krivosi¢, Pavle Sesi¢, Robert Stoner, Sanda Jelusi¢, Sanja
Pantovié¢, Sara Copié, Sasa Markovi¢, Slobodan Sadzakov, Snezana Saran¢i¢-Cutura, Steven

Krajewski, Veselina Curkin, Vesna Conki¢, and Zoran Ristovié.
A special thanks to Tanja Draca-Markovi¢ and Feljton for the flawless technical support.
And finally, I thank my family for putting up with me all this time.
Any errors or oversights are mine alone.

Novi Sad,
March 2016



1. Introductory Considerations
1.1 The Subject of the Research and the Methodology

The dissertation examines two superficially similar preposing structures in English and Serbian
which represent one of the various strategies languages employ to express truth-conditionally
equivalent propositional content. In other words, the utterances in (2) and (3) below (the prime
examples being Serbian translations), where the object ‘John’ is preposed as the topic or
something that the utterance is about, convey the same propositional meaning as the utterance in
(1) with canonical word order (being SVO in both English and Serbian), i.e. the fact that Maria
loves John. The verb in both (2) and (3) receives sentential stress. The obvious difference
between (2) and (3) is that the structure in (3) exhibits a co-referential (resumptive) pronoun in
the canonical position of the preposed object whereas the one in (2) has a gap. The common term
in the literature for the structure in (2) is topicalization (henceforth TOP, also fronting) and for
the structure in (3) left dislocation (LD).

1) a) Maria loves John.
a’) Marija voli Jovana.
Maria.NOM loves John.ACC

2 a) TOP: John Maria loves.
a’) TOP: Jovana Marija voli.
John.ACC Maria.NOM loves

3) a) LD: John, Maria loves him.
a’) LD: Jovana, Marija voli njega.!
John.ACC Maria.NOM loves him

Even though they are truth-conditionally equivalent, the structures in (2) and (3) are not
felicitous in the same contexts since the structuring or packaging of information in an utterance
determines the kind of context in which it may be used. The communicating of this non truth-

conditional meaning is referred to as the information-structural component of the language the

! For the purposes of the parallelism with the English example and simplicity we use the variant of LD containing
the full pronoun ‘njega’ (him) for the time being, though the clitic pronoun ‘ga’ (him) instead is much more frequent
in Serbian.



key terms and concepts of which will be introduced in the following section. The aim of the
dissertation is to describe and offer a formal (generative) account of the syntactic and
information-structural properties of the structures of TOP and LD in English and Serbian, i.e. to
explain how the structures are syntactically generated trying to capture the interaction between
syntax and this discourse aspect on independently motivated grounds. An important contribution
of the dissertation is laying out the fundamental diagnostics of differentiating between the two
variants of LD identified in Serbian, which has not been discussed in the literature so far. The
dissertation also explores how informational structuring of an utterance determines contextual
choices. It is important to stress that this analysis of the structures of TOP and LD in English and
Serbian is not contrastive in the sense that we are looking for English-Serbian equivalents or vice
versa, but the tertium comparationis are the phenomena of TOP and LD, i.e. the interaction of
syntax and discourse in encoding this discourse-informational aspect.

The dissertation primarily follows the mainstream generative (or Chomskyan)
methodology, i.e. a hypothetico-deductive or top-down method, the generative framework (with
focus on the Minimalist Program and Phase Theory) being presented in chapter 2. In other
words, theoretical expectations are tested against language-particular data since, as noted by Lees
(1965: 23), ‘observations are meaningless unless we know what regularity they are supposed to
illustrate’. The results of those tests shape the theory in return, our proposal being discussed in
chapter 6.> Thus, for generative investigation, theory and observations or descriptions are
complementary, as pointed out by Newmeyer (1996).3 Therefore, in order to test our predictions
we use various sources of language data such as examples from literature, (electronic)
newspapers, blogs, message boards, Google searches, radio program transcripts as well as
elicited examples in the form of questionnaires in which native speakers are asked whether they
find the given sentences acceptable on the basis of their language competence (for the
justification of this procedure, cf. Sgall et al. 1973, Halupka-Resetar 2011, inter alia). Since the
aim of generative grammar is to formulate a grammar that produces all of the (theoretically)
possible sentences in a language (and all languages), relying exclusively on data obtained from

various forms of corpora would be limiting. Therefore, eliciting sentences is an indispensible

? Generative linguistics has undergone a number of changes of technical nature whereas the fundamental hypothesis
and the theoretical aim have never changed, as pointed out by Lu Jian-ming (2004).
* For a more detailed discussion and defense of generative methodology, see Fuzhen Si (2009), for example.

3



source of data. We had two groups of respondents: a group of 5 native speakers of English and a
group of 34 native speakers of Serbian, colleagues, acquaintances and friends, aged 24 to 60,
holding academic degrees in various fields of study, including Serbian, English (and other
foreign) language teaching. The questionnaires combined two types of questions: (a) closed
questions, i.e. questions which are clealy targeted and the answer is ‘yes’ or ‘no’ (with respect to
acceptability in a given context), and (b) a form of ranking questions, where respondents were
expected to judge the degree of acceptability of pairs of examples, on condition they find them
both acceptable in a given context. The collected data were subjected to descriptive statistics
computation such as percentages. The questionnaires are given in the appendices. In order to
show the discourse functions of TOP and LD in Serbian, we rely on a corpus of radio program
transcripts only since that is the only available corpus which contains examples of LD in addition
to those of TOP.

The following section presents the key terms and concepts of information structure.
1.2 Information Structure: Key Terms and Concepts

The information communicated by a simple sentence such as the one in (4), can be different in
relation to different contexts, as illustrated in (5), (6) and (7). Intonational prominence is
indicated by capitals.

4) John drank the beer.

(5) A: There’s no more beer in the fridge! Who drank it?
B: JOHN drank the beer.

(6) A: John looks a bit tipsy. What did he drink?
B: John drank THE BEER.

@) A: What did John do with the beer left after the party? Did he return it?
B: No, John DRANK the beer.

Informally speaking, the component of language encoding this different structuring of
information with respect to which part of the sentence (utterance) is considered more or less

informative depending on a particular context is referred to as information structure (henceforth



1S).* Languages express IS by varios means. English often employs stress, as illustrated above. It
also uses syntactic structure, such as TOP, LD, and cleft sentences. Hungarian, Czech, inter alia,
are argued to have special syntactic positions for topicalized and focused constituents. Japanese,
Chinese, the Bantu languages, inter alia, have morphological (topic and focus) markers.

Kruijff-Korbayova & Steedman (2003: 250) define IS broadly as ‘comprising the
utterance-internal structural and semantic properties reflecting the relation of an utterance to the
discourse context, in terms of the discourse status of its content, the actual and attributed
attentional states of the discourse participants, and the participants’ prior and changing attitudes
(knowledge, beliefs, intentions, expectations, etc.)’, where discourse is as ‘a coherent multi-
utterance dialogue or monologue text’. This broad definition is intended to encompass the
various information-structural dichotomies presented in (8) below. Basically, a sentence is
composed of one less informative part (i.e. theme, topic, background) and one more informative
part (i.e. rheme, comment, focus) assumed to follow the less informative one and to receive
intonational prominence, as observed in most languages. Over the last 100 years or so, numerous
approaches to what should be considered the primitives of IS gave rise to the diverse and often

confusing terminology listed in the table in (8) (largely based on von Heusinger 1999: 102):

(8) An overview of IS terminology

point of departure/initial notion - /’énonciation | Weil (1844)

* Since the dissertation considers certain phenomena of the informational language component within a formal
framework, the adopted term is information structure. It was coined by Halliday (1967b: 200) to refer to a distinct
structural level as the correlate to intonation phrasing or ‘tonality’ since phrasing does not always correspond to
constituent structure. Among other terms found in the literature are: von der Gabelentz’s (1869) psychological or
logical structure (reflecting the idea that the function of language (and a sentence) is to associate psychological
concepts); the functional sentence perspective of the Prague School (Mathesius [1929] 1975: 82) referring to the
‘thematic structure’ of a sentence as a linguistic level of analysis independent of the subject-predicate relation,
patterned by the functional (communicative) orientation of the speaker whereby every part of an utterance is being
evaluated for its semantic contribution to the whole, further developed by Firbas (1964, 1996a), Dane$ (1970), by
Sgall, Hajicova & Benesova (1973) and Sgall, Hajicova & Panevova’s (1986) topic-focus-articulation, by Peregrin
(1995), Kruijff-Korbayova (1998) and Hajicova, Partee & Sgall (1998)); Chafe’s (1976: 28) information packaging
metaphor (denoting the structuring of a discourse with respect to the beliefs of the speaker about the beliefs of the
hearer (‘how the message is sent’) rather than with respect to the semantic content of linguistic expressions (‘the
message itself”); and Vallduvi’s (1990: 4) informatics (denoting the component of language that is responsible for
‘the interpretation and generation of information packaging’, i.e. non-truth-conditional meaning in Vallduvi’s (1990:
14) literal sense of packaging or structuring of information consisting of a small set of ‘instructions’ by means of
which a speaker ‘optimize[s] the entry of data into her/his knowledge store’).
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psychological subject-psychological predicate

von der Gabelentz (1869), Paul (1880)

theme-rheme

Ammann (1928) (Thema-Rhema), Mathesius
(1929),° the traditional Prague School (Firbas

topic-comment

(1964), Danes (1970)), Bolinger (1965),
Halliday (1967b)
Hockett (1958), Gundel (1974), Reinhart

(1982)

topic-focus

the modern Prague School (Sgall et al. (1973),
Sgall et al. (1986), Haji¢iova et al.(1998),
Kruijff-Korbayova (1998)), Stechow
(1981), Lambrecht (1994), Zubizarreta (1998)

von

presupposition-focus

Chomsky (1971), Jackendoff (1972), Selkirk
(1984), Rooth (1985)

background-focus

Dahl (1969), Chafe (1976) for contrastive
focus (further developed by Vallduvi’s (1990)
focus-link-tail), Jacobs (1982), Krifka (1992)

background-kontrast

Kruijff-Korbayova & Steedman (2003)

old/given-new

Halliday (1967b), Chafe (1976)

open proposition-focus

Prince (1981), Ward (1988)

c-construable-focus

Rochemont (1986)

notional subject-notional predicate

Kiss (1995)

> Mathesius never used the term rheme. It was introduced into English linguistics by his student Jan Firbas
(Mathesius 1975: 185, fn. 71; Firbas 1996a: 9). Before 1939, the terms theme and enunciation were used basically to
refer to psychological subject and psychological predicate, respectively (Mathesius 1928: 67). After 1939, departure
point of utterance, then basis (along with theme) and nucleus were used to refer to ‘the element about which
something is stated’ and ‘what is stated about the basis,” respectively (cf. Firbas 1996a).




As Vallduvi (1990: 35) pointed out, ‘What all the approaches have in common is the
recognition that in the sentence there is some sort of informational split between a more
informative part and a less informative part. Where that split is and what kind of split it is — a
continuum or a dichotomy — is a matter of disagreement, but the split is nevertheless present.’®
Most approaches agree that the defining criterion for the informational split of a sentence is a
contrast in informativeness, and the evaluation of informativeness includes at least one or a
combination of the two aspects of aboutness (sentential aspect) and discourse anchoring
(discourse aspect) (von Heusinger 1999: 102). Each notion is briefly discussed below.

Aboutness refers to a distinction between what the utterance is (pragmatically or
contextually) about (topic, theme or notional subject), as the part that relates the utterance to the
discourse purpose (the point of departure), and what is said or predicated about it (comment,
rheme or notional predicate), the part that advances the discourse. This (intuitive) notion is part
of the more general notion of predication. Drawing on the basic concept of predication that dates
back from Aristotle’s Categories (an entity can either be present-in or be said-of a subject),
Hockett (1958: 201) states: ‘The speaker announces a topic and then says something about it’,
corresponding to the categorical judgment (of the 19™ century philosophers Brentano and Marty)
in the thetic/categorical distinction in linguistics of Kuroda (1972) and Sasse (1987).” An
influential philosophical discussion of what a sentence is pragmatically about is found in
Strawson (1964: 97-98). The topic is what the statement is about evoking ‘knowledge assumed
to be already in the audience's possession’, and ‘assessments of statements as true or false are
commonly [...] topic-centered’. It follows that the topic must be referential or carry existential

presupposition. Consider Strawson’s (1964: 98) examples given in (9):

9) a) A: What is the King of France like?
B: The King of France is bald.

® Linguists disagree with respect to the question of recursivity of IS partitioning, i.e. whether it occurs at the
sentence level, clause level or even at the level of some lower syntactic unit. As Kruijff-Korbayova & Steedman
(2003: 251) summarize, Vallduvi and Zacharski (1994), Koktova (1995), Haji¢ova et al. (1998), Kruijff-Korbayova
and Webber (2001) allow various degrees of mild recursivity, for example, in cases of coordinated and some cases
of subordinated clauses within complex sentences. Vallduvi (1990), Sgall et al. (1986) and, Steedman (2000) allow
no recursivity, whereas Partee (1995) allows unlimited recursivity.

7 Thetic sentences express a simple judgment of the logical structure ‘A is’ or ‘A is not’, such as sentences
containing weather verbs or existential sentences.



b) A: The exhibition was visited yesterday by the King of France.

The statement in (9a) has no truth value since it is about a non-existent king. In (9b), something
is asserted about ‘the exhibition’ (the topic) and the statement is false since ‘the King of France’
is not among the visitors.® This implies that sentences must have topics in order to be assigned
truth values and that topics must be discourse old or given. Erteshik-Shir (2007: 16-19) argues
that instead of ‘old’ (mentioned in the conversation), topics must be ‘given’ (the hearer has the
referent in mind) in the following ways. There are ‘permanent and temporary fixtures of our
world’ (such as the moon, the train, etc.) or a topic can be derived from a previously mentioned
discourse topic defining a set the topic belongs to (e.g. writing a letter of recommendation for a
student sets the discourse topic for their professor (cf. Grice 1975)),° or from general world

knowledge accommodation, as given in (10):
(10)  John heard a beautiful concert. The composer directed it.

In the context of thetic sentences such as ‘It is raining’, sentences are considered to be predicated

of a (implicit) stage topic (here-and-now of the discourse).

According to Gundel & Fretheim (2004: 4), this connection between the topic and
referential givenness (information status)'® is due to the ‘definiteness’ or ‘presupposition’ effect
of topics, which can be illustrated in English by the ‘lie-test’ of Erteshik-Shir & Lappin (1979),
given in (11):

(11) A:Johnisa liar.
B: That’s not true!

The statement A (about ‘John’) is challenged by saying B. This is understood as conveying:
‘John is not a liar.” The existence of ‘John’ is not denied. Being presupposed, the topic is outside

the scope of sentence negation. Various other referential givenness conditions on topics have

® This also demonstrates that although IS is primarily a pragmatic phenomenon since the interpretation of an
utterance is context-dependent, it can also have truth-conditionsl (semantic) effects (de Swart & de Hoop 1998).

° Discourse topic is a proposition or an entity a given discourse or text is supposed to be about, i.e. it is concerned
with discourse/text understanding and cohesion (cf. van Dijk 1976/77, Keenan-Ochs & Schieffelin 1976, Brown &
Yule 19833, inter alia). Danes (1974a: 109) refers to it as hypertheme. Lambrecht (1994) uses the term to denote a
topic expression whose referent is pragmatically salient beyond the confines of a sentence.

1% Referential or information status is an absolute property of a discourse entity regarding its presence or absence in
the previous discourse or the hearer’s knowledge store depending on the discourse model (Vallduvi 1990: 20).
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been proposed such as different concepts of referentiality and specificity (often identifiability by
the speaker) of, for example, Fodor & Sag (1982), En¢ (1991), and von Heusinger (2011), the
Familiarity Condition of Gundel (1985), the cognitive statuses on Givenness Hierarchy of
Gundel, Hedberg & Zacharski’s (1993), the identifiability and activation statuses of Lambrecht
(1994) (drawing on Prince 1992 and Chafe 1987). As argued by Reinhart (1981), it is enough to
be interpreted as referential (specific in other approaches) in order to serve as a topic. We will
illustrate this in (12) below by Erteschik-Shir’s example (to appear in Cabredo Hofherr et al.
eds.), where definite is to be understood as involving familiarity. Since individual-level
predicates such as: ‘Dogs are intelligent.” cannot be interpreted as having a stage topic, thus
uttered out-of-the-blue like stage level predicates, as in: ‘Firefighters are (always) available.” any

constituent that can be a subject of such a sentence must be a possible topic as well.

(12) a) The little boy is intelligent.
b) He is intelligent.
¢) John is intelligent.
d) *A little boy is intelligent. (non-specific)
e) Dogs are/A dog is intelligent. (only generic)
f) A student | know is intelligent. (specific)
g) A dog is intelligent, a cat is not. (contrastive)

h) Two/Some (of the) students are intelligent. (partitive)

As expected, definites (12a, b, and c¢) are possible topics. However, indefinites (12e, f, g, h) are
also possible topics as long as they are referential, which is why (12d) is marked as
ungrammatical. As pointed out by Lambrecht & Michaelis (1998: 495), the evoked status does
not entail topic status, since pronouns, for example, which are considered typically topical
(denoting or otherwise indicating the topic, cf. Centering Theory of Grosz, Joshi & Weinstein
1995) can be interpreted as new information as well in the right context, as illustrated in (13)
(from Casielles-Suérez 2004: 41):

(13) A:Who did they call?
B: Pat said they called her.



In order to account for the same propositions about different referents, Reinhart (1981:
79-80) further formalizes this concept of topichood in her dynamic interpretation framework by
proposing an internal organization of the context set (a modification of Stalnaker’s 1978 possible
worlds definition of a context) where propositions are classified into subsets of propositions by

their referential entries or sentence topics, as given in (14):

(14) a) A: Tell me about Felix.

B: Felix adores Rosa.

b) A: Tell me about Rosa.
B: Felix adores Rosa.

The proposition (B) remains unchanged, but it will be assessed and stored as information about
Rosa in (14b).

The following classical syntactic tests for identifying what is intuitively perceived as a
sentence topic (in the aboutness sense) were proposed by Kuno (1972), Gundel (1974, 1985,
1988) in (a) and (b), and Reinhart (1981) in (c) below. The reasoning behind the tests is that if a
sentence structurally unmarked for a topic position can appropriately be replaced with an
equivalent structurally marked sentence in a given context, the phrase that occupies the
dislocated position can be considered the topic of the unmarked sentence, as proposed by Kuno
(1972) and Gundel (1974).

a) ‘As for’ and ‘Speaking of” tests — an expression can be considered a topic if it can be
topicalized or left-dislocated and preceded by ‘as for’. E.g. As for the vodka, John drank
it; Speaking of the vodka, John drank it.

b) ‘What-about’ test — an expression can be considered a topic if the sentence can answer
the question ‘“What about X’, where X is the topic. E.g. What about the vodka, who drank
it? — John drank the vodka.

c) ‘Said-about/of’ test — an expression can be considered a topic if there is an alternative

299

form of the sentence ‘S/he said about/of X that “comment™, where the topic X is
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contained in the focus domain of the sentence. E.g. They said about the vodka that John

drank it.'*

These tests have proved to be either too strong (some topicalized phrases fail the tests) or
too weak (too many elements are identified as topics) as observed by Gundel (1974, 1988),
Reinhart (1981), Prince (1985), Ward (1988), Vallduvi (1990) and others. Although they fail to
identify any type of topic, the purpose of these and other pragmatic tests (cf. the examples in
(12)) is not to determine the necessary conditions for being a topic (or focus), since ‘pragmatics
is not deterministic’, but to show that a certain informational structure is possible, as pointed out
by Gundel & Fretheim (2004: 16). Topics exhibit different syntactic, prosodic and pragmatic
properties. Among different types of topic found in the literature are: aboutness-shift topic
(newly introduced or reintroduced in a discourse) (Frascarelli 2007: fn. 13) or shifted topic
(Erteschik-Shir 2007), hanging topic (not preceded by prepositions and obligatorily resumed by
a (clitic) pronoun, not necessarily topic shifting) (Beninca 2001, Frascarelli 2007: fn. 13),
familiar or continuing topic (referring back to discourse established entities for topic continuity,
not aboutness topics by themselves (cf. Givon 1983, the backward-looking center of Centering
Theory), Frascarelli 2007: the English counterpart of example 9), and contrastive topic, implying
that one alternative or member of a set introduced by the previous context is under consideration,

illustrated in (15-18), respectively:

(15) A Leo(gli) parlero domani.
to Leo to.him will talk-1 tomorrow

‘T will talk to Leo tomorrow.’

(16) Leo *(gli) parlerdo domani.
Leo to.him will talk-1 tomorrow

‘Leo, I will talk to him tomorrow.’

(A7)  A: 1 was supposed to study the rules here and do the exercises at home, while | expected
to find some outlines | could refer to, at any point, to check the relevant rule, this is what

I missed: the check that I could remember everything.

" The predication (comment) has to be understood as affecting the subject (topic), i.e. as being its potential property,
thus the subjects of presentational sentences cannot be topics, e.g. Then, a bear appeared out of nowhere. ?He said
about a bear that it appeared out of nowhere.
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B: However those questions gave you a check for your understanding.

A: Well, maybe I cannot do this check on my own.

(18)  A: Who drank what?
B: John drank the vodka (but Maria drank the beer.)

A contrastive topic is actually a partial answer to a larger question under discussion (such as A)
signalled (in this case) by a fall-rise accent or Jackendoff’s (1972) B-accent (cf. Biring 1999,
2003, also Krifka 2007, Neeleman et. al 2009, Titov 2013). Since across languages different
phrases can be topicalized or dislocated, drawing up a comprehensive inventory of topics falls
outside the scope of the dissertation.

The other aspect important for the evaluation of informativeness, referred to as discourse
anchoring by von Heusinger (1999), denotes a distinction between the part of the utterance that is
informative or new with respect to the embedding textual environment or discourse (focus or
new) and the part that is uninformative, known, given or presupposed knowledge or discourse
(background, presupposition, open proposition and old/given). However, there is no coherent
definition of givenness. Whereas Halliday (1967b: 206) relates it to ‘anaphorically or
situationally recoverable’ entities, which Chafe (1976: 30) reformulates into the psychological
model of consciousness of the speaker and the hearer, i.e. ‘[...] knowledge which the speaker
assumes to be in the consciousness of the addressee at the time of the utterance’, Chomsky
(1971) and Jackendoff (1972) introduce the opposition presupposition-focus with the focus being
the non-presupposed information in the sentence, i.e. not shared by the speaker and the hearer
and ‘carrying the intonation center’; technically, the complement of presupposition. Chomsky
(1971) and Jackendoff (1972) build on a broader notion of presupposition,'? which developed
into a semantic theory of focus.*®> Rochemont (1986) defines given information as C(ontext)-

2 Two types of propositions can be considered presupposed:
1) whole presupposed propositions — containing a sentential subject, no variable, as in: e.g. The fact that
she is a woman is no disqualification. The utterance presupposes the whole presupposed proposition, i.e.
that she is a woman (Prince 1986: 2019), and
2) open presupposed propositions - containing a variable, marked by stress (a) or syntactic form (b):
a) She gave the SHIRT; to Harry.
b) It was the SHIRT; that she gave 0; to Harry.
‘She gave X; to Harry.” is salient shared knowledge (Prince 1986: 2).
Y The structured meaning theory was developed by von Stechow (1981), Jacobs (1983) and Krifka (1991, 1992),
and the alternative semantics theory was proposed by Rooth (1985, 1992).
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construable.** It follows that the (information) focus is typically correlated with the context
question since the answer to the relevant implicit or explicit wh-question in the particular context
(Gundel 1994: 461) is necessarily new, and the rest of the sentence, contained in the question, is
presupposed, as in the following examples (from Erteschik-Shir 2007: 28) (cf. also Buring 1997,
Engdahl 2001), in which the focus is capitalized:

(19) a) Q: What did John do?
A: He WASHED THE DISHES.
b) Q: What did John wash?
A: He washed the DISHES.
¢) Q: Who washed the dishes?
A: JOHN washed the dishes.
d) Q: What happened to the dishes?

A: JOHN WASHED them.
e) Q: What happened?
A: JOHN WASHED THE DISHES.
f) Q: What did John do with the dishes?
A: He WASHED them.

In (19a), only the subject is presupposed (thus the only possible topic), the verb phrase is the
focus. In (19b) and (19c), the topic is contained within the presupposition, but it cannot be
equated to it (the sentences are evaluated with respect to ‘John’ and ‘the dishes’, respectively). In
(19d), the topic and the presupposition overlap, but they do not form a syntactic constituent.
Example (19e) represents an all-focus sentence with no presupposition (having a stage topic like

thetic sentence). In (19f), the preposition is discontinuous, the verb being the focus.

Focus is always foregrounded in linguistic structure in some way. English usually relies
on prosody (as in the above example). One element carries a primary pitch accent which can be
associated with a different focus structure. This makes it possible for one and the same utterance

to be interpreted differently depending on the context, as illustrated below:

' Constituents said to be D(iscourse)-linked belong to a referential set already established in the discourse. Pesetsky
(1987) introduced the term to account for a specific type of wh-constituents (viz. ‘which N”) requiring an answer
from a certain set (defined by the head noun) (Frascarelli 2007: fn. 15).
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(20) a) A: What did John wash?

B: John washed [the DISHES]¢. (argument or narrow focus)

b) A: What did John do?
B: John [washed the DISHES]r (predicate or wide focus)

c) A: What happened?
B: [John washed the DISHES] (sentence focus)

However, Gazdik (2011: 152) rejects this ‘assumption that focused constituents are the
ones that answer constituent questions’ considering an example such as the one in (21), where
the focused constituent in B is not a new discourse entity since it has been mentioned in the

question (‘contrastive’ in brackets being our modification, which will be taken up shortly):

(21)  A: Who did Mary kiss, John or Bill?

B: Mary kissed JOHN conTrAsTIVE)FOCUS.

Gundel & Fretheim (2004: 2-3) point out that there are two kinds of givenness, logically
independent, viz. referential and relational. In (21B), ‘John’ is referentially given in the sense that
it is already established in the discourse, but it is relationally new in the sense that it is new
information that is predicated about ‘Mary’ which is outside the scope of predication. In other
words, ‘John’ can be represented by a variable X in the proposition: Mary kissed X. Relational
givenness is associated with the semantic representation of sentences (e.g. presupposition-focus
of Chomsky 1971 and Jackendoff 1972, topic-comment of Gundel 1974 and Reinhart 1982, and
topic-predicate of Erteschik-Shir 1997/2007, inter alia), whereas referential givenness does not
have to be associated with linguistic representations at all (e.g. one can consider some visual or
auditory (non-linguistic) representation as familiar/specific or not). Topic, as a relational
givenness notion, can be contsrained but not uniquely determined by the context. For example,
the same context, the sentence in (22a) can be followed by either (22b) or (22c), depending on
the speaker’s interest, i.e. different things can be presented to be what these sentences are about
(‘the match’ in (22b) and ‘Australia’ in (22c)), which is reflected in the prosody too (Gundel
2010: 179):

(22) a) Yesterday was the last day of the Davis Cup match.

14



b) The match was won by Australia.

c) Australia won the match.

Going back to (21), the kind of focus illustrated is referred to as contrastive focus in the
literature.™ It can be said to imply the availability of a contextually closed set of semantically
related members providing alternatives for a given proposition, which are typically negated or
corrected (cf. Lee 2003, Umbah 2004, Krifka 2007). For Titov (2013), the set of alternatives has
to be activated exactly at the point when the sentence containing the contrastive element is
uttered. Titov refers to a pragmatic set of alternatives (contextually salient entities), not a
semantic set of alternatives as usually considered in the literature, as stated above.® For
example, Sziics (2014: example 5) builds on Kenesei’s (2006) examples to argue that both new
information focus (NIF) (23b) and contrastive focus (CF) (23c) involve set-membership at the
level of semantics, viz. {people | invited}, but only contrastive focus indicates to the hearer that
there are some other people under consideration as well at the level of pragmatics and asserts that

none of them was invited, as illustrated in (23):

(23) a)Kit hivtal meg?
who.ACC invited-you PREVERB
‘Who did you invite’

b) Meghivtam (példaul) Janostye.
Invited-1  for example John.ACC

‘I invited (for example) John.’

c) Janostce hivtam  meg.
John.ACC invited-| PREVERB

1> Cf. Casielles-Suérez (2004), for an overview of various types of focus recognized in the literature.
'* According to Titov (2013), since the alternative is mentioned earlier (in the question), the focus in (21) is not
interpreted contrastively (but restrictively), and the focus in (i) receives such an interpretation (the construction itself
forces such an interpretation, though):

(i) A: Who did Mary kiss?

B: It was JOHNconTrASTIVE Focus Who Mary Kissed.

However, if (21B) means that Mary did not kiss Bill as well, then ‘John’ is interpreted contrastively. Erteschik-Shir
(2007: 49-50), points out that in the case of restrictive foci, the set-membership does not have to be clearly defined
only contextually restricted or specified and the members are not contrasted to other members (do not eliminate
them), as illustrated in (ii):

(if) A: Which one of his friends wants to meet John?

B: JANET wants to meet John.
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‘I invited JOHN (and not somebody else).’

Based on evidence from the syntactic distribution of constituents serving different
informational functions, Neeleman et al. (2009) argue that contrastiveness should be a primitive
of IS on a par with topic and focus, i.e. topic and focus as basic notions of IS ‘can be enriched to
yield a contrastive interpretation’, i.e. contrast is contingent on topic or focus as presented in the

table below:

(24) A Four-Way Typology of IS Notions

Topic Focus
) Aboutness topic New information focus
Non-contrastive )
[topic] [focus]
) Contrastive topic Contrastive focus
Contrastive )
[topic, contrast] [focus, contrast]

After we have clarified the two aspects taken to define the informational split of a
sentence, let us now briefly illustrate why the dichotomies presented in the table in (8) (reflecting

the two aspects) canot be collapsed into one.

Topic/theme-comment/rheme dichotomies, which separate topic from the rest of the
sentence, and  background/ground/presupposition/open  proposition/c-construable-focus

dichotomies, which separate focus from the rest of the sentence, are all presented in (25):

(25) Q: What does John like?
John likes beer.
topic/theme/notional comment/rheme/notional
subject predicate
link tail
ground
background/presupposition/open foeus
proposition/c-construable
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Assuming that the two aspects of the IS are structurally distinct, Halliday (1967b)
postulates a thematic structure (theme-rheme, linear ordering of informational units with respect
to aboutness, speaker-oriented) and information structure (an internal organization of each
informational unit whose elements are marked with respect to givenness, hearer-oriented) of a
sentence. Thus, the theme is the initial constituent of the sentence,’” whereas topic is defined as
what the sentence is pragmatically about (Reinhart 1981). The status of these notions in
linguistic theory is different, as pointed out by de Swart & de Hoop (1998). Vallduvi’s (1990)
trinomial hierarchical articulation reflects both aspects, the ground containing the link, a ‘special’
topic-like sentence-initial element indicating a specific file card in the hearer’s knowledge-store
where the new information (focus) is to be entered, and the tail, the complement of the link
within the ground.*® However, not all sentence-initial constituents are necessarily links, there can
be more than one link (when the new information has to be stored under different addresses), and
only one can be sentence-initial. Furthermore, in languages such as English links stay in situ
(prosodically marked). As de Swart & de Hoop (1998: 116) point out, links in Catalan seem to
be shifted rather than continuing topics, and if both kinds of topics are to be generalized over, the
pragmatic notion of abountness which characterizes both should be employed. According to
Gundel (1998), the presupposition-focus interpretations of Chomsky (1971) and Jackendoff

(1972) can be reformulated as different topic-comment interpretations.”® Vallduvi (1990: 51),

7 The terms theme and rheme also represent the ontological structure of the message conveyed by the sentence and
became employed by the functionalist approach of the Prague School that mainly focused on the notion of
givenness. The theme is the starting point of the utterance (old information in the sense that the expression refers to
a discourse entity mentioned before or assumed to be known by the interlocutors). The rheme contributes new
information about the theme.
'8 The tripartite division of information was also proposed by Erteschik-Shir (1997, 2007), Biiring (1999), inter alia,
motivated by the fact that the elements contained in the comment and background are not equally informative or
prosodically marked.
¥ Chomsky (1971: 95) notes that sentence (1) expresses three different propositions with respect to which
constituent containing the intonation center (capitalized) is understood to be the focus:

(1) Did the Red Sox play the YANKEES?

PRESUPPOSITION FOCUS POSSIBLE RESPONSES
the Red Sox played someone the Yankees No. The Tigers.

the Red Sox did something played the Yankees No. They had the day off.
something happened the Red Sox played the Yankees | No. Bill had the flu.

On the other hand, sentence (2) expresses only one proposition, different from the ones available in (1):

(2) Did the RED SOX play the Yankees?
PRESUPPOSITION FOCUS POSSIBLE RESPONSES
Someone played the Yankees The Red sox No. (it was) the Tigers.
Gundel (1998) reformulates (1) and (2) as topic-comment interpretations, as shown in (3) and (4), respectively, the
comment being the main predication and the scope of the question in every case:
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inter alia, (cf. de Swart & de Hoop 1998: 117-119), argues against collapsing the topic-comment
and focus-background dichotomies into one because it would be empirically inadequate, though

they partially overlap. Both (26b) and (26c¢) are possible answers to (26a):

(26) a) What did she give to Harry?
b) She gave [a shirt]s to Harry.
c) To Harry she gave [a shirt]e.

The focus-background articulation reflects the distinction between the focus ‘shirt” and the
background ‘Mary gave X to Harry’, but not the meaning denoted by the topicalization of the
indirect object in (26c¢). On the other hand, the topic-comment partition cannot account for the
intonational difference between (27a) and (27b), namely that ‘to Harry’ is part of the comment,
but not in focus in (27a), and that ‘to Harry’ is the new information in (27b) (de Swart & de
Hoop 1998: 118):

(27)  a) [Mary]+ [gave a SHIRT to Harry]c.
b) [Mary]+ [gave a shirt to HARRY]c.

The topic-focus bipartition developed by the Prague School based on a scale of

communicative dynamism is given in (28):

(28) Q: What does John like?

John likes beer.
contextually bound contextually non-bound
topic focus

The dichotomy contextually bound (CB)-contextually non-bound (NB) (the linguistic

counterpart of the cognitive opposition of given-new information, respectively) determines the

(3) Did the Red Sox play the YANKEES?

TOPIC/THEME COMMENT/RHEME

(the ones) Who the Red Sox played (x is) the Yankees

The Red Sox/what the Red Sox did (x is) played the Yankees

?2?/time X, place y The Red Sox played the Yankees
(4) Did the RED SOX play the Yankees?

TOPIC/THEME COMMENT/RHEME

(the ones) who played the Yankees (x is) the Red Sox
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topic (T)-focus (F) dichotomy in that a CB item typically belongs to T and a NB item to F.?°
However, in marked cases where the item is more deeply embedded thus not dependent directly
on the main verb, it is possible to find CB items in F and NB items in T, such as ‘my’ and ‘nice’,

respectively, in (29) (from Hajicova & Sgall 2007: 880):
(29)  This nice book belongs to my neighbor.

As shown, topic and focus have been used to refer to syntactic/phonological structures
and to their semantic/pragmatic interpretation (even by the same authors). Therefore, one has to
distinguish between topic expressions and topic referents. There are various formal means of
marking topics. Languages usually employ several of the options illustrated in (30) below.
Topics are often subjects in subject-prominent languages such as English and Serbian (explained
further in the text). Topics can be expressed by special syntactic movement, namely
topicalization (30a) and left dislocation (30b), diathesis such as passivization (30c), specialized
syntactic constructions such as the one in (30d), by sentence initial position in languages with
free word order such as German or Russian (30e), or by intonation, i.e. deaccentuation (marked
by lower case letters) (30f) (from Krifka 2001). Topics can also be marked by a (clitic) pronoun
(30g) or morphologically (30h). Since topic is a presupposed or predictable part of the
proposition, it does not have to be formally expressed, such as in the cases of topic drop (30i), or

stage topic (30j).

(30) a) This article Mr. Morgan wrote when he was still young.
b) This article, Mr. Morgan wrote it when he was still young.
c) This article was written by Mr. Morgan when he was still young.
d) As for/Regarding this article it was written by Mr. Morgan when he was still young.
e) Diesen Artikel schrieb Mr. Morgan, al ser noch jung war.
f) Mr. Morgan WROTE (accenteqy this article when he was still YOUNG (accented).

g) Jovan ju je  poljubio.

?® This concept of topic seems similar to the definitions of Open Proposition/Presupposition/Background that
account for discourse-old, multiple topical expressions (all elements that are not the focus). However, context-bound
is not to be equated with discourse-old since ‘not only items mentioned in the preceding verbal co-text can occur as
CB, but also those referring to entities activated by the situation of the discourse’ (Sgall et al. 1986, 1998: 59). It is
possible to introduce a discourse-new element as a (sentence) topic, as in: e.g. That was a student of mine. Her
HUSBAND had a HEART attack (Lambrecht 1994: 326) (the discourse topic remains unchanged; it is still about a
student of mine).
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John.NOM her.CL.ACC AUX kissed

‘John kissed her.’
h) Neko wa kingyo o  ijit-te.

cat TOP goldfish OBJ play with-and

“The cat is playing with a/the goldfish, and... (Japanese, Gundel & Fretheim 2004: 5)
i)Jane sdala kursovuju, potomu ¢to jesc€ ne dopisala Dljejé.

| neg hand-in.past course-paper because that yet neg write.perf.past it

‘I haven’t handed in the course paper, because I haven’t finished writing it.” (Russian,
Erteshick-Shir, Ibnbari & Taube 2012: 8)
j) A man arrived. (cf. (12))

Since more than one constituent of a sentence can be presupposed or familiar, then a
sentence can have more than one potential topic, especially if there is more than one pronoun
(considered to indicate topicality) in the sentence, e.g. ‘I gave her a present.”. However, if a
topic is defined to be not only given but also as what the sentence is about and a truth-value
pivot, ambiguity is avoided and the following distinction is made, illustrated by example (31)

below from Neeleman et al. (2009).

(31) a) Maxine was introduced to the queen on her birthday.

b) She was wearing a special dress for the occasion.

‘Maxine’ is a linguistic topic (denoting a discourse entity or referent) since it introduces a new
topic of discourse and the comment about Maxine is that she was introduced to the queen on her
birthday. It should be distinguished from other expressions in the utterance that merely inex or
designate such an entity in a sentence, i.e. its semantic role as an argument, such as pronouns in
both (31a) and (31b) as the continuation of the discourse in (31a) (cf. Lambrecht 1994: 187).

As argued by Gundel & Fretheim (2004: 16), syntactic and pragmatic tests for topic and
focus identification (which take a sentence or a part of it and testing its contextual

appropriateness (cf. pp.10 and 13)) demonstrate the failure to distinguish between the properties
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of topic and focus (or IS) that are grammar-driven and those that are pragmatic.?* Therefore, as
pointed out by Gundel & Fretheim (2004:17): ‘The important question then is not whether topic
and focus are basically grammatical or pragmatic concepts, but which of their properties are
purely linguistic, i.e. grammar-driven, and which are derivable from more general pragmatic
principles that govern language production and understanding.” Since across languages the IS of
a sentence interacts with (or can be expressed by) phonology (intonation), morphology
(topic/focus markers or morphemes), syntax (word order variations), interpretation (quantifier
scope),? and also has an effect on discourse structuring (the possible sequence of sentences),
there has been continuing disagreement in linguistic theory regarding the placement of IS in the
overall system of grammar. It is generally agreed that IS belongs to sentence grammar, i.e. it is
concerned with the organization of the sentence within a discourse, not with the organization of
discourse itself.?® The question is whether these levels are independent or interdependent. As a
reaction to the transformational-generative or ‘formal’ view of syntax as an autonomous level of
linguistic structure, semantics being a component which ‘interprets’ syntactic structure, various
functionally oriented approaches appeared concerned with explaining the communicative
function of morphosyntactic or intonational structure in discourse rather than developing formal
models of sentence structure, seeing the syntactic and 1S component as interdependent. However,
Chomsky (1980: 59) suggests that the issues of stress and presupposition may fall within
‘grammatical competence’ rather than ‘pragmatic competence’, both kinds of competence being

part of ‘the mental state of knowing a language’. With respect to this, Lambrecht (1994: 9) notes

2! For this reason a number of authors have suggested that topic and focus should not be considered linguistic
concepts at all (e.g. Prince 1998, Szendr6i 2001, Slioussar 2007). However, these approaches are challenged to
account for syntactic processes such as topicalization, topic and focus markers, for instance.

?2 Consider an example from Erteschik-Shir (2007: 25-26). The sentence, e.g. ‘Two girls arrested three boys. is
ambiguous without context. There are three possible interpretations depending on with respect to what the truth
value of the sentence is assessed: (1) if it is the topic of the sentence, the subject takes wide scope, i.e. there is a
context in which a set of two girls is given an assignment to arrest three boys. On the collective reading, the girsl as
a group are supposed to arrest three boys, whereas on the distributive reading, each of the girls is supposed to arrest
three boys, which if true, would amount to six boys arrested. (2) if the object is the topic, the parallel anlyisis
applies, and (3) there is the unscoped reading if neither the subject nor the object is interpreted as the topic, i.e. if
the sentence is interpreted as predicated of a stage topic, e.9. Today/at 6 o’clock/on the corner, two girls arrested
three boys.

 The Prague School distinguishes between three levels: the level of the grammatical structure of sentences, the
level of the semantic structure of sentences, and the level of the organization of utterance (Dane$ 1970). Halliday
(1967: 199) regards theme (‘the grammar of discourse’, concerned with the IS of a clause) as the third area of
syntactic choice in the domain of the English clause, along with transitivity (‘the grammar of experience’, syntax
and semantics (sets of process types)) and mood (‘the grammar of speech function’). In his functional grammar, Dik
(1980: 3) makes a distinction between semantic, syntactic and pragmatic functions. For Lambrecht (1994: 3), IS is
concerned only with psychological phenomena that have a correlate in grammatical form.
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that Chomsky’s notion of pragmatic competence is rather vague, but that it seems more similar to
what he termed conversational pragmatics than to discourse pragmatics, ‘leaving open the
possibility that information structure is indeed part of grammar’. As Lambrecht (1994: 1) points
out, the study of IS encounters difficulties since it has to cope simultaneously with both formal
and communicative aspects of language, i.e. the relationship between the linguistic form and the
mental states of speakers and hearers (limited to the study of psychological phenomena which
have correlates in grammatical form, see Prince (1981a: 233)), which has resulted in different
approaches to the phenomenon of IS and different terminology referring to the phenomenon
itself (as summarized in fn. 4). One of the earliest models of 1S, the subject-predicate distinction
(introduced into grammar by Aristotle), is not only recognized in linguistics, but also in
metaphysics, logic, epistemology, psychology, and information theory, which makes it
perplexing and difficult to define either at one level or by relating different levels. As von
Heusinger (1999: 104) points out, linguistic research has revealed that subject and predicate are
not universal categories.? Since Li & Thompson (1976) languages have been classified as either
topic-prominent or subject-prominent. Topic-prominence is a property of those languages in
which the topic-comment relation is essential to the basic structuring of a sentence, i.e. it is
independent of the syntactic ordering of subject, verb and object, i.e. of constituent structure
(such as Mandarin Chinese). On the other hand, subject-prominence is a property of those
languages in which the essential relation is that of subject-predicate, which is derived from
grammatical word order (such as English). The distinction is illustrated in the examples below
(Jiang 2009: 9-10). While in (32), the answer in English shows that a subject-predicate structure
is necessary for the sentence to be grammatical, in (33), the answer in Chinese allows for

different topic-comment structures and subjectless structures.

(32) Q: Have you returned that book?
A: Yes, | have. (Subject + Predicate)

(33) Q:Ni huan na ben shu le ma?
you return that book  LE (aspect marker) ma (yes/no question-particle)

‘Have you returned that book?’

** A sentence in syntactic theory is no longer defined in terms of subject-predicate structure, but these basic notions
survived into generative grammar denoting the rule of parsing a sentence (S/IP/CP — NP/DP VP/vP).
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A: Huan le.

return LE

‘Returned.’ (Comment)
A: Shu huan le.

book return LE

“The book has been returned.’ (Topic + Comment)
A: Shu wo huan le.

book I return LE (aspect marker)

“The book, I have returned it.’ (Topic + Subject + Comment)

A brief but fairly exhaustive historical overview of the approaches to the IS of a sentence
is presented in von Heusinger (1999). The literature on IS is vast and there are numerous
overviews of more recent approaches to the IS of a sentence within different frameworks, found,
e.g. in Vallduvi (2014) (cf. references therein), and many others. Overviews of generative
(minimalist) and multilevel grammar approaches are found in Carnie (2014), Dikken (ed.)
(2013), and Erteschik-Shir (2007), inter alia.

After clarifying the key terms and concepts of IS, we can present a brief outline of the

dissertation in the following section.
1.3 The Outline of the Dissertation

The dissertation is structured as follows. Chapter 2 gives a brief overview of the development of
the adopted theoretical framework, viz. mainstream generative grammar (2.1) focusing on the
derivational mechanisms of the minimalist model and its recent development, viz. phase model
(2.2), and considers the most important issues of the integration of the generative framework and

information structure (2.3).

Chapters 3 and 4 describe the English and Serbian database, respectively, i.e. they specify
the syntactic properties and discourse functions of the structures of TOP and LD in the languages
in question. The syntactic data presented, viz. the nature of the preposed elements, embedding,
reconstruction, long-distance dependencies and island sensitivity, are relevant to accounting for

the manner in which the constructions in question are generated. TOP in both English and
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Serbian and CLD in Serbian are argued to mark contrastive topics, whereas HTLD in both
English and Serbian is argued to be a topic-promoting device marking referential topics.
Although they both mark contrastive topics, TOP and CLD in Serbian are shown to have
different discourse distributions.

Chapter 5 presents a critical overview of the previous analyses of TOP and LD within the
relevant framework focusing on those employing more recent, minimalist mechanisms.
Adjunction approaches by Bailyn (2012) and Barbosa (1996, 2000) are discussed in section 5.1.
Section 5.2 presents approaches assuming that the IS-information is syntactically encoded,
including Rizzi (1997, 2004, 2006), section 5.2.1, Grohmann (2000, 2003) and Sturgeon (2008),
section 5.2.2 and argument fronting as a main clause phenomenon focusing on the truncation
approach by Emonds (2004), section 5.2.3.1, and the competition approach by Jiménez-
Fernandez & Miyagawa (2014), section 5.2.3.2.

Our proposal, presented in chapter 6, builds on an association of theoretical assumptions
given in section 6.1. The lexicon feeds the computational system which by means of features
builds structure via phases and also gives rise to displacement. There is an additional, pragmatic
component which encodes information-structural (IS) relations and which accessed along with
the PF and LF at the interface, encompassing them. The IS information comes from the
numeration, (in line with Aboh 2010). The notion of a topic is deconstructed in a combination of
the features [+/-a(nchored), +/-c(ontrastive)], similarly to Lopez (2009), anchored in the sense of
Birner & Ward (1998), and contrastive interpreted in the (pragmatic) sense of Titov (2013) as
evoking alternatives at the moment of utterance with respect to what is anchored, thus parasitic
on [+a]. TOP in both English and Serbian, and CLD in Serbian mark topics [+a, +c], whereas
HTLD in both English and Serbian marks topic [+a, -c]. The operation which forms the
numeration optionally adds formal and pragmatic features relevant to the derivation, which does
not offend the Inclusiveness Condition. The interpretation of an element marked as a topic is the
result of its featural content and its syntactic position, reflecting the interaction of syntax,
prosody and pragmatics (in line with Sturgeon 2008). Pesetsky & Torrego’s (2007) proposal that
valuation and interpretability of features be independent concepts is adopted. Pragmatic features
come as valued but uninterpretable rendering the syntactic object containing it active for

syntactic operations. Probe (pragmatic) features trigger feature checking or Agree(ment), but not
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displacement. It is an edge feature that drives movement. For both conceptual and empirical
reasons, it is adopted that every phrase is a phase in the dynamic (contextual) sense of Boskovi¢
(2014). Following Rizzi (1997), it is assumed that when there is a TOP projection (licensed by an
edge feature on C), C splits into Force and Fin, opting for a feature-checking instead of criterial
approach. Two derivational conditions are important. Biskup’s (2009a) modification of Miiller’s
(2008, 2011) Feature Balance applies in the numeration requiring a one-to-one relation between
features, otherwise the derivation crashes. If it is met, the derivation continues and the Phase
Featuring Principle applies ensuring the cyclicity of movement without‘look-ahead’ of
Chomsky (1995b). Section 6.2 illustrates the derivation of TOP in English and Serbian in parallel
based on the data presented in chapters 3 and 4, respectively. TOP in both English and Serbian is
generated by movement or Internal Merge (IM). The edge feature on C (Force) licenses the TopP
if it is required for the interpretation and if it is structurally possible. Namely, building on the
observation by Jiménez-Fernandez & Miyagawa (2014), it is assumed that, unlike in English, the
non-phase head T in Serbian can inherit an edge feature from C and license the TopP in the
Spec,TP in those structures which are said to be incompatible with TOP in English due to the
competition of the anaphoric operator and the operators those structures are assumed to have,
presumably in the Spec,CP. Section 6.3 illustrates the derivation of English HTLD and Serbian
HTLD and CLD. The head which licenses the left-dislocated element is realized as comma
intonation, as argued by Emonds (2004). The data from chapters 3 and 4, respectively, suggest
that HTLD in both English and Serbian is derived by base-generation of the left-dislocated
constituent in its surface position (adjoined to a CP), whereas CLD in Serbian is derived by
movement or IM (also to a position attached to a CP). Namely, what moves is the resumptive
pronoun (RP), and then co-reference is established upon adjoining of the left-dislocated element
via the operation Match or Match+Agree of Boeckx (2003), which is the only way not to violate
the Inclusiveness Condition. Although both TOP and CLD mark contrastive topics, they have
different discourse distributions, as shown by our corpus, thus this adjoining of a left-dislocated
element is justified. In the case of HTLD, co-reference between the left-dislocated element and
the RP is established via the operation Match of Boeckx (2003). If the resumptive pronoun is a
clitic, it moves to the second position in its intonational phrase triggered by the phonological

requirement. Chapter 7 provides a concluding summary of the dissertation suggesting the subject
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of further research, namely the optionality of the application of Match or Match+Agree in the
case of CLD.
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2. The Theoretical Framework of Sentence Analysis and Information Structure

2.1 A Brief Overview of the Development of the Chomskyan Investigation

The Chomskyan program,” also referred to as the Mainstream Generative Grammar (MGG),
has served the central role in the work on generative grammar, both with respect to the
development of his proposals and alternatives to them (Culicover 2014), and can be divided into
three phases (Brown ed. 2005).

Syntactic Structures (Chomsky 1957) marks the beginning of the first phase (also referred
to as Transformational Generative Grammar) which continues through Aspects of the Theory of
Syntax (Chomsky 1965, the Standard Theory). It is strictly formalistic in that language is
modeled into a system of formal symbols and focuses on the aspects of the system that make it
recursive, central to the issue of language creativity neglected in the era of American
structuralism and, more generally, behavioral sciences and philosophical assumptions of logical
positivism which considered language, like all behavior, conditioned or serving a communicative
function.”® A clear-cut distinction between grammar and linguistic theory is drawn. Syntax
studies the principles and processes by which sentences are generated in individual languages. It
is ‘autonomous and independent of meaning’ (Chomsky 1957: 17) in the sense that its primitives
are not defined in semantic terms, though the connection between form and meaning is not
denied.?” The goal of linguistic theory is ’to provide a general method for selecting a [successful]
grammar for each language, given a corpus of sentences of this language’ (Chomsky 1957: 11)
which is not to be identified with any particular corpus obtained, i.e. the sentences do not have to
be valid in a semantic or communicative sense or frequent. The aim is to account for the

linguistic intuition of native speakers of a language (Chomsky 1964b).® The linguistic analysis

® It is ‘a program, not a theory, and a program that is both traditional in its general flavor and pretty much theory-
neutral, insofar as the biolinguistic framework is adopted’ (Chomsky 2007: 4), ‘[...] a set of guidelines which
constrain the general hypothesis space whithin which [...] various theories can be entertained’ (Svenonious 2009: 3)
?® Chomsky adapted Post’s (1944) version of recursive function theory employing the axiomatic-deductive method
in mathematical logic and postulated his linguistic tool, a generative (or mathematically explicit) transformation,
(Lasnik & Lohndal 2013: 1), a relation between (abstract) structures often different from the observed sentence it
underlies (e.g. the passive-active transformation (NP;) V NP, — NP,be+ en V (by NP,)). Historical and intellectual
reviews of generative grammar and developments that departed from Chomsky’s proposal are presented in: Lasnik
& Lohndal (2013), Freidin (2012), Tomalin (2006), inter alia.

%7 Chomsky (1975: 58) states that ‘Surely there are significant connections between structure and function; [...].
Where it can be shown that structures serve a particular function, that is a valuable discovery’.

?® This ‘mentalistic approach’ means that theoretical linguistics uses performance and other data (e.g. data provided
by introspection) to determine the invariably human capacity of knowing the language (understood to be a
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should separate the grammatical sequences of a language from the ungrammatical ones by
specifying formal rules or generalizations underlying regularities (descriptive adequacy), and
study only grammatical ones. Chomsky (1964b: 63) coins the term explanatory adequacy to
tackle the question of ‘the internal structure of the device [grammar]’, i.e. how the descriptively

adequate grammar of each language is selected on a principled basis.

The second phase starts in the late 1960s and reaches its climax during the 1980s in
Government and Binding Framework or Principles and Parameters Theory (Chomsky 1981).
The aim is to properly constrain the expressive power of derivations and to generalize the
operations (motivated by considerations of explanatory adequacy), thus develop an adequate
model of Universal Grammar (UG), i.e. ‘the system of principles, conditions, and rules that are
elements or properties of all human languages not merely by accident but by necessity — of
course, I mean biological, not logical, necessity’ (the ‘innateness hypothesis’) (Chomsky 1975:
29). Chomsky (1975: 6) introduces levels of representation of linguistic structure into the theory
as part of UG, which will change considerably over the years (Lasnik & Lohndal 2013).% The
aim is to determine the precise nature of the relationship between syntactic derivation and
semantic and phonological interfaces. Separating the core of grammatical research from the
periphery defused the tension between descriptive and explanatory adequacy. Principles are
universal features that the theory of UG is based on, restricting the form of grammars, whereas
parameters account for the existing diversity, being ‘fixed by experience’ (Chomsky 1982: 3)

(e.g. the null-subject parameter).

The third phase starts in the early 1990s. Under the Minimalist Program (MP),
Chomsky moves beyond explanatory adequacy in search of a ‘principled’ explanation of every
property of language (in the sense of a more general character that may be valid in other domains

and for other organisms) based on methodological simplicity in theorizing (Occam’s razor)

‘cognitive organ’” within what came to be known as the ‘biolinguistic perspective’ in the 1970s) as the independent
subject of its inquiry. Miller & Chomsky (1963 in Culicover 2014: 466) point out that a sentence can be
grammatical in terms of linear ordering, phrase structure, but nevertheless unacceptable: e.g. The patient that the
doctor that the nurse called examined recovered. This has been ascribed to the processing complexity, not grammar
(Gibson 1998 in Culicover 2014). Due to the lack of theories of processing, this has not been given special attention
in the syntactic theory, but assumed that ‘acceptability that cannot be attributed to semantics or pragmatics reflects
properties of the grammar itself’, e.g. *Sandy knew the answer, but | would never do it (Culicover 2014: 466).

%% <A level of representation consists of elementary units (primes), an operation of concatenation by which strings of
primes can be constructed, and various relations defined on primes strings of primes, and sets and sequences of these
strings’ (e.g. Transformation-marker, Deep Structure, Surface Structure, Phonological Form, Logical Form).
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(Chomsky 2008: 134). Contrary to the previous phase, the properties of the Faculty of Language
(whatever properties of the brain which enable it to learn language) are now approached from
bottom up, ascribing parametrization to the lexical specification of certain functional elements,
assuming the Universal Base Hypothesis (all languages have the same underlying structure).

The following section will briefly present the minimalist architecture focusing on
Chomsky’s (and others where relevant) post-2000 work, namely the Phase Theory, relevant to
understanding various accounts of TOP and LD presented in chapter 5 as well as to our proposal

put forward in chapter 6.
2.2 Minimalist Derivation

The grammar is defined to be ‘a generative procedure that constructs [compatible] pairs (&, A)
that are interpreted at the articulatory-perceptual (A-P) [Phonological Form (PF)] and
conceptual-intentional (C-I) [Logical Form (LF)] interfaces, respectively as “instructions” to the
performance systems’ (Chomsky 1995b: 219). Spell-Out (also Transfer of Chomsky 2004-
2013)* applies at any point in the derivation and switches to the PF. After Spell-Out strips away
only those elements relevant to the PF from a formed structure, the computation proceeds
without further access to the lexicon and maps the residue of the structure to the LF, resulting in

the right sound and meaning pairing. This early (Y-) minimalist model is illustrated in (1):

(1) The early minimalist model (Chomsky 1993, 1995b)

Lexicon (Numeration)

Syntactic| operations (Select, Merge, Move)

C-1 Svstem/LF A-P System’ PF

Chomsky (2004: 107) makes a weaker derivational claim in his phase-based approach:

‘In this conception there is no LF: rather, the computation maps LA to <PHON, SEM> piece-by-

% Technically speaking, Spell-Out refers to the transfer to the PF only, not the LF, as noted by Citko (2014: 41).
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piece cyclically’.®! In other words, there are still PF and LF components, but there are no PF and
LF syntactic levels per se. There is a single narrow-syntactic cycle (PF cycle proceeding in
parallel), a feature system of building structure (projecting or labeling) and a feature system of
movement. The fundamental assumption in the MP is that each lexical item is not a syntactic
primitive, but a bundle of three types of features, i.e. morphological properties present in the
lexical item: semantic, phonological (both intrinsic toit) and formal (relevant to syntactic
operations, i.e. to establishing syntactic dependencies such as Case, EPP,* the ¢-features of the
functional categories v (the light verb head of transitive), and T (tense/event structure), and the
¢-features of the lexical categories N and V (the semantic features of person, number, gender,
and Case on N). The derivation is bottom up starting with a one-time selection of a numeration
(also lexical array) dispensing with further access to the lexicon. The computation (Cyy) is based
on two operations: Merge (set-Merge, Chomsky 1998, 2000 or External Merge (EM), Chomsky
2004) that combines two objects o and P into a new object, a set{a, B} termed K, for example,
the resulting label y (informing the computation about its relevant syntactic features) being either
that of a or B (K={y {a, B}), and Move which Chomsky (2004) reanalyzes as Internal Merge
(IM), a combination of two more fundamental operations: copying and deletion of the material
present in the structure, o and B (thus not a syntactic primitive), deletion being accessible only to

the PF, not to the interpretive operations, as illustrated in (2) and (3), respectively:

(2) External Merge

(3) Internal Merge

31 Cf. Epstein & Seely (1999, 2002) for their strong derivational claim termed Multiple Spell-Out.

*> The EPP is the requirement that an expletive is obligatorily present in the subject position of English-type
languages if nothing raises to that position (Chomsky 1981). It has survived into the MP, though there are proposals
for its elimination (cf. Seely & Epstein (1999) and Boeckx (2002)). Adger & Svenonious (2009, 2011) treat it as a
second order feature.
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The derivation converges if the N is exhausted and if Merge has applied sufficiently enough to
generate a single phrase marker also exhausting the initial N, otherwise it crashes as required by
the principle of Full Interpretation. Branching is binary following Kayne (1984) and also
required by Merge. Assuming Kayne’s (1994) theory of ordering and that the only relations
relevant to the computation are those established by the derivational process itself (Epstein
1994), movement (IM) is invariably cyclic (compositional), thus targeting of embedded
categories (entailing feature lowering and non-cyclic rasing) is ruled out. Labels, required for
interpretation at the interfaces, are an independent operation and ideally reduce to minimal

(structural rather than linear) search® mostly making reference to selection (Chomsky 2013).

The projection status of a given syntactic element is determined in terms of its X’-
relation to other syntactic elements resulting from the existence of uninerpretable feature which

motivate Merge, as illustrated in (4):
(4) The basic X’-structure

XP ({maximal projection)
ZP (Spec) X' (intermediate projection)

(minimal projection) X% (head) P (Comp)

Minimal projections (XP, ZP, YP) are lexical items that feed the computation and they do not
project. Intermediate projections (X’) are neither minimal nor maximal projections (the
Elsewhere Case). Complements (also notations for first-Merge) are sisters of minimal non-
maximal projections or heads (YP), and specifiers (later-Merge) are sisters of intermediate
projections (ZP). Chomsky (1995b: 228) relates this to the Inclusiveness Condition, which bans
any special marking of maximal and minimal projections: ‘N0 new objects [features, bar levels,
traces, indices] are added in the course of computation apart from rearrangements of lexical

properties’.34 A particular linguistic expression and its interpretation are built up derivationally

* Linearization is as a PF-phenomenon, as made explicit by Kayne’s (1994) Linear Correspondence Axiom.

* Chomsky (2004) considers eliminating labels (as theory-internal notions) because they violate the Inclusiveness
(as proposed by Collins 2002, Gallego 2010, inter alia), but since this raises problems for the mechanism of the
Relativized Minimality of Rizzi (1990, 2004) (an element in a certain position is an intervener for the movement of
another element of the same type across it) or selection, the conclusion is that they are indispensable. However, as
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(the process is triggered), and it satisfies the bare output conditions of the interfaces (the
legibility conditions of the external systems imposed by the FL) in an optimal way defined in
terms of Methodological and Substantive Economy Considerations, the least effort notions of
locality and well-formedness in derivation (Occam’s razor methodology).>® The strongest
minimalist thesis (STM) is that ‘language is an optimal solution to such conditions’ (Chomsky
2001a: 1).

IM always leaves a (featurally identical) copy, which remains at the semantic interface
(eliminating reconstruction (interpreting the lower copy) and easing processing), but is erased at
the phonetic interface (due to minimization of computation) since language ‘is “designed” so that
C-1 approximates the SMT, with utility for communication only a secondary factor’ (Chomsky
2008: 146). In other words, PF component can at best yield a ‘very limited semantic
interpretation’, ‘surface semantic effects are restricted to narrow syntax’ (Chomsky 2001a: 15).
EM interacts with argument structure, whereas IM, which yields displacement, interacts with
edge properties which are scope or discourse-related (such as topic/comment,

presupposition/focus, old/new information, and similar).

The Extension Condition requires that both EM and 1M target the top of the existing tree.
Adjunction does not meet this condition since there is no merging with the host. Under Kayne’s
(1994) binary branching and the assumption that there is no phrasal adjunction, in order to
preserve the distinction between adjuncts and specifiers under this relational phrasal definition,
Chomsky (1995b) evokes the distinction between categories and segments of Chomsky (1986)
and assumes that adjunction bears a label determined by the head of the construction but does not
change the phrasal status of its host structure. They are labeled as an ordered pair, say, K = {<y,
v>, {a, B}}, where vy is determined by either a or B (trivially); K being a two-segment category,
not a new category, as illustrated in (5) below:

(5) Adjunction

noted by Citko (2014: 13) if a label is a copy of a feature of one of the two merged elements, then the Inclusiveness
is not violated.

* For example, the Minimal Link Condition (a locality constraint preempting longer steps, Move over Merge),
Superiority Condition (the highest wh-phrase moves), the Full Interpretation, the Inclusiveness Condition, etc.
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XP

P —7 XP,
o g
WP /\ P4 X/\Y-P
H/\K-u

There are three cases of adjunction here: UP to XP (adjunction of maximal projections) turning

"

XP into a two-segment category <XP;, XP,>, then WP to ZP forming a two-segment category
<ZP1, ZP>> in the specifier position, and, finally, H to X (adjunction of heads) turning X into
<X1, X2>. Chomsky (2004: 118) takes adjuncts to be introduced into the derivation by pair-
Merge (of Chomsky 1998, 2000) (an old mechanism, namely a generalized transformation of
Chomsky (1955, 1957), which introduces a whole tree into another tree, built in parallel), and
then, ‘simplified’ to set-Merge, at the point of Transfer, ‘thus permitting phonetic linearization

and yielding “late insertion” effects at the semantic interface’ (Chomsky 2008: 147).

EM is ‘costless’ by definition, i.e. satisfies Last Resort (applying only when necessary)
and is restricted by Derivational Economy (involving short local steps (i.e. spec positions)). The
operation that drives IM under Last Resort and the Inclusiveness Condition is feature checking.
Features uninterpretable (unreadable) to the interfaces in the overt syntax of the probe or selector
(an uninterpretable feature of a lexical item or ¢-features of the Core Functional Categories (C
(force/mood), T and v, obligatory for T and v)) must be deleted or checked off (as a one fell
swoop) under matching with an ‘active’ local goal by the operation Agree (Chomsky 1998,
2000: 101) for legibility.*® Both items entering Agree(ment) must (at least potentially) have a
feature to be satisfied by the Agree operation as required by the Activity Condition. The probe
must be identical to the goal in all features (required by Maximize Matching Effects),*” c-

command the goal, and there is a restricted search space (the closest c-command) between the

*® Interpretability is not an inherent feature property, but depends on the lexical item it belongs to (determined by
UG), the position (e.g. ¢-features they are uninterpretable on verbs, but interpretable on nouns), or the interface
relevance. Structural Case is not a feature of T or v. It is assigned a value under Agree, and then removed from the
narrow syntax by Spell-Out. Case itself is not matched, but it deletes under @-matching (ancillary to Agree of o-
features).

*” There is no partial Agree.

33



probe and the goal, i.e. Agree applies at a distance without displacement.®® Agree copies the
value of a valued feature in either the probe or the goal onto a matching unvalued feature in the
other. Features are valued dimensions: e.g.[+V] feature, where ‘V’ is the dimension, ‘+’ is the
value. Match refers to the same feature, independently of a value. It is non-distinctness, not
strictly speaking identity (Chomsky 2001a: 5).*° Unlike EM, Agree is language specific. In
Chomsky’s (2001a) Derivation by Phase, interpretability does not have a direct role in driving
syntactic operations; the ‘valued’ and ‘unvalued’ feature distinction is introduced in order to
account for the cyclic Spell-Out. Unvalued features must be valued by Agree. Once the
uninterpretable feature is valued it deletes, presumably at the end of each phase. At each stage of
the derivation a subnumeration (or subarray) is extracted from the numeration (without further
access to the lexicon), placed in the ‘active memory’ creating a natural syntactic object termed a
phase (Chomsky 2001a: 11-12). A phase (subnumeration) derives the Merge-Over-Move Effect,
i.e. all things being equal, Merge or Agree is preferred over Move (Chomsky 2000: 106ff). The

existence of subnumerations explains the ungrammaticality of (6a) (Chomsky 2000: 104ff):

(6) a) *There [t is likely [, a proof; to be discovered ti]].
b) There [t is a possibility [, that proofs; will be discovered t]].

When one subnumeration is exhausted, the next one is selected from the numeration and placed
in the active memory, the difference between (6a) and (6b) being that T in (6a) does not
constitute a different subnumeration, unlike in (6b). Therefore, the expletive can be excluded
from the derivation forming o in (6b), but not in (6a), since the entire structure is one
subnumeration (phase), exhibiting the Merge-Over-Move effect. A phase is a syntactic object
relatively independent in terms of interface properties,”’ the closest syntactic counterpart to a
proposition, namely a CP (a full clause including tense and force) or a vP (all 8-roles being
assigned (transitive and ergative verb phrases), not a TP (finite or not) or a verb phrase whose

head lacks ¢-features (external argument) and hence does not enter into case/agreement checking

% Reinhart’s (1979) representational definition: a c-commands B iff: (i) o does not dominate p (the line can be traces
from a to B going only downwards), and B does not dominate a; (ii) the first branching node that dominates a also
dominates B (P is either a’s sister or a’s sister contains B); Epstein’ s (1999) derivational definition: X c-commands
all and only the terms (constituents) of the category Y with which X was paired by Merge or by Move in the course
of the derivation.

% Chomsky (2005) divorces IM from Agree by introducing an edge feature driven movement, which will be
addressed in section (6.1).

*0 Cf. Citko (2014), for a discussion of the notion of relative independence at the interfaces.
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(such as unaccusative or passive verb phrase) (Chomsky 2001a: 12). It is also assumed that
substantive categories are selected by functional categories, i.e. V by v, and T by C, hence vP and
CP are phases containing one v or C.** T fails to define a phase boundary like C since T inherits
its (all of its) uninterpretable features (¢-features and tense) from C by means of Feature
Inheritance (FI), which is assumed to hold for all phase heads and to be obligatory (deriving the
A-A’ distinction). Being inherently associated with lexical items, interpretable features are not
inherited and never deleted. A subnumeration is determined by a single selection of C or v (a
single phase head). Derivation proceeds phase by phase. For example, the sentence in (7) has

four phases marked by brackets:
(7 [cp [re JOhn; [yp ti thinks [cp [te Tom;will [\p tjwin the prize]].

Phases satisfy the strong Cyclicity Condition complying with a powerful locality constraint,
namely the Phase Impenetrability Condition (PIC), given in (8) (from Chomsky 2000: 108):

(8) Phase Impenetrability Condition:
In phase a with head H, the domain of H is not accessible to operations outside a, only H

and its edge [Spec o] are accessible to such operations.

It follows from the PIC that the valued uninterpretable features ‘can be detected with only
limited inspection of the derivation, [...], if earlier phases need not be inspected’ (Chomsky
2001a: 12). The assumption is that inspection never goes beyond one phase which significantly
reduces the memory load and strengthens the notion of cyclicity. The operation Spell-
Out/Transfer applies derivation-internally before LF, removes uninterpretable features from the
syntactic object and transfers it to the PF. However, since it is not a semantic operation, it cannot
know which features are (un)interpretable. Instead, it sees whether features are valued or not due
to the fact that uninterpretable features enter the derivation without a value. After Agree has
applied, the distinction is lost. As for the ‘timing’ of Spell-Out and a derivational ‘lookback’
limited to the phase level of Chomsky (2001a), Chomsky (2008: 154) argues that uninterpretable
features (which signal the boundaries of a phase, Gallego 2010: 151) must be deleted either

* Due to similarities between CP and DP, Svenonious (2004), Hiraiwa (2005) among others, suggest that DP be a
phase as well. For Epstein & Seely (2002), Boeckx (2007), and Muller (2011), inter alia, all phrases are phases. For
Boskovi¢ (2014), all lexical categories (Ns, Vs, As, and Ps) project phases. Den Dikken (2007) defines phases on the
basis of the subject-predicate configuration.
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before or as part of Transfer (Spell-Out) as required by both interfaces. Since they can be
phonetically realized, they cannot be deleted before transfer to the PF. Thus, they must be
transferred at the point where they are valued, i.e. at the phase level, assuming that all operations
(Merge (External Merge and Internal Merge) and Transfer) take place at the phase level (and
apply simultaneously, apart from External Merge), as determined by the label (Richards 2007).
Namely, in what came to be known as the revised phase theory (Chomsky 2005), heads are the
loci of uninterpretable features (instead of evoking lexical subnumerations) and they determine
when Spell-Out takes place the phase head complement is transferred/spelled out instead of
phase because of labeling for further computation, giving its uninterpretable features to non-
phase head by means of Feature Inheritance,** dispensing with stipulations of the (propositional)
properties of phases. Thus, FI is conceptually motivated as the only way to satisfy two
conflicting, independently motivated requirements, viz. the Value-Transfer Simultaneity and the
PIC (the edge and nonedge (complement) of a phase are transferred separately) (Richards 2008:
566-8). Given the PIC and the fact that derivation mostly contains more than one phase, Spell-
Out applies more than once per derivation; preserving PF and LF integrity of phases.”® The
following phase configuration is obtained (from Citko 2014: 32):

(9) General phase configuration

XP/TP Phase

awDP H /v

edge g\/ Hy YPVP Spell-Out domain

T

After explaining its basic mechanisms, we can now consider the most important issues of
the integration of the minimalist framework and information structure, i.e. discourse-related

effects.

*2 As already mentioned, T becomes a probe by means of FI mechanism from C (well-known subject-agreement and
EPP effects associated with T). As pointed out by Richards (2011: fn. 12), this apparent counter-cyclicity is not
problematic since T is not a phase head, thus a cyclic node. [...], at the level of the phase, operations are unordered
with respect to each other (there can only be ordering between phases themselves, not within them).’

* Cf. Marugi¢’s (2005) Non-Simultaneous Spell-Out.
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2.3 The Issues of the Minimalist Framework and Information Structure Integration

As pointed out in section 1.2, cross-linguistically speaking, the IS notions (of topic and focus)
interact with both the internal components (syntax, phonology, semantics) and the external
component (discourse/pragmatics) of grammar, basically presenting the same information
(propositional meaning) in different ways in a discourse (context). Their integration into the
generative framework should formalize this interaction on independently motivated grounds, i.e.
it should reveal where in the derivation discourse considerations become relevant (i.e. where and
how topic and focus are introduced and whether they exist as grammatical categories or are
encoded as syntactic features corresponding to semantic and prosodic properties), and whether
their interpretation should be ascribed to syntax, to one of the interpretative components
(phonology or semantics) or to the pragmatic component. If it is the pragmatic component, what
kind of interaction is in question, i.e. ‘whether discourse factors drive syntactic operations, or
whether the information-structural component in interaction with pragmatics interpret the output
of the syntactic component; as well as whether interpretative components impose requirements
on syntax or simply interpret the structures delivered to the interfaces’ (Molnar & Winkler 2005:
2).44

The integration of IS within the MP architecture, assuming the Two-Interpretive Interface
Hypothesis (viz. that the syntactic structure is interpreted at its interfaces, the PF and the LF),
faces two major problems, as pointed out by Erteschik-Shir (2007: 55)

1) Since IS exerts both PF and LF effects, IS features must be available to both the PF and
the LF, thus already present in the syntax (without violating the Inclusiveness), which
creates a problem with the association of PF and LF properties of these features since
there is no interface between the PF and the LF.

2) Movement in the MP, as a Last Resort operation is triggered by an active
(morphological) feature that has to be checked and cannot be optional whereas the

movement triggered by IS features is optional and, thus cannot be syntactically driven.

“ As pointed out by Barbiers (2013: 905), it is an open question in the MP whether the invariable syntactic

principles are specific to the language faculty or follow from interface conditions. ‘We have to learn about the
conditions that set the problem in the course of trying to solve it. The research task is interactive: to clarify the
nature of the interfaces and optimal computational principles through investigation of how language satisfies the
conditions they impose — optimally, insofar as SMT holds’ (Chomsky 2005: 3).
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As explained in the previous section, under the Strong Minimalist Thesis, genuinely
optional movement in derivations is eliminated. As Barbiers (2013: 920-921) recapitulates, two
common ways have been employed in the MP to account for the optionality in movement: (a)
feature or an EPP feature that triggers movement, and (b) the assumption that optionality
(variation) arises at the PF resulting from the choice to delete a copy in its base position or in its

landing-site when two structures are equivalent syntactically and semantically.

Rebushi & Tuller (1999: 12) observe two viable options for resolving the above

problems:

1) postulating a ‘focus structure’ interface in addition to the PF and LF interfaces, i.e. syntax
produces full sentences mapped onto an additional level of representation, namely IS, the
interpretation of which is related to the discourse (or extralinguistic) properties: e.g.
Bailyn (1995a, 2012) (Functional Form), Erteschik-Shir (1997, 2007) (F-Structure),
Zubizarreta (1998) (F(ocus)-structure of an utterance is associated with one or more
Assertion Structures (post LF)) etc.*

2) postulating an abstract morpheme (or feature) F, taken to be both PF- and LF-
interpretable, i.e. assuming that the IS information is syntactically determined: e.g. Rizzi
(1997, 2004), Cinque (1999, 2002), Poletto (2000), Belletti (2004, 2012, 2013, 2014),
Beninca & Poletto (2004), Shlonsky (2010), Cruschina (2010), Haegeman (2012), Biloa
(2013), Bayer & Dasgupta (2014)), Ouhalla (1999), Aboh (2007, 2010), etc.

According to Chomsky (1995b: 220), ‘surface effects’ on interpretation, including IS,
‘seem to involve some additional level or levels internal to the phonological component’, formed
in the course of the mapping of syntactic objects to a PF representation (since ‘the PF level itself
is too primitive and unstructured to serve this purpose’), and accessed at the interface along with
the PF and the LF. Holmberg (1999: 4), for example, proposes attributing it to a component of
‘stylistic rules’, which is post Spell-Out (in that it accesses prosodic features, but feeds the PF
proper) operating on a feature [-focus] inserted together with other phonological features at

* The idea that there is a level of the systematic representation of discourse relations goes back to Jackendoff (1972)
who argues for a semantic substructure termed focus and presupposition. It is what Rochemont (1986) terms
Functional Structure, Vallduvi (1992) Informatics, and Lambrecht (1994) Information Component.
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Spell-Out (cf. Chomsky 1995: 324f). Due to the fact that postulating an additional interface runs
counter to minimalist economy considerations, a number of authors have opted for attributing the
interpretation of 1S to the PF. Since, cross-linguistically, foci and topics are either marked by
prosody (pitch accents) or word order, or both, van Gelderen (2003: 19) argues that IS is
determined at the PF because prosody is obviously a PF-phenomenon and since it is assumed in
the MP that all linearization happens at the PF, she proposes that IS effects are derived from
phonology in three ways basically: by phonologically-driven (PD)-movement, free linear (re-)
ordering according to IS patterns, and intonation. Selkirk (1995), von Heusinger (1999), Katz &
Selkirk (2011), Bocci (2013), among many others, propose linking focus to the main sentence
stress assigned to a certain constituent of a (hierarchically arranged) syntactic structure. Reinhart
(1995, 2006), Neeleman & Reinhart (1998), Zubizarreta (1998), Szendréi (2004), Samek-
Lodovici (2005, 2006), Féry & Samek-Lodovici (2006), Fanselow (2007), etc., argue that
phonological requirements trigger movement for IS effects. Thus, IS does not play a role in
syntax and deriving IS effects from phonology does not violate the Inclusiveness. However,
there is evidence that discourse functions can be mediated by LF-movement as well (affecting
binding relations and scope). There is Chomsky’s (1976) classical observation that focusing the
object in (10) causes a Weak Crossover Effect (WCQ) (a variable cannot be the antecedent of a

pronoun to its left):
(10)  ?His; mother loves JOHN;.

Bailyn (2012), for example, provides syntactic evidence that surface word ordering in Russian
does not necessarily derive quantifier scope relations, but that there is, in addition, a covert
quantifier raising operation that derives inverse scope giving rise to scope ambiguities.
According to the so-called Modular Hypothesis for discourse features, there is no direct link
between syntax and discourse-related phenomena, those features are not available to the
syntactic derivation (Frascarelli 2012). Given the cyclicity of the derivation via phases,
movement is triggered by the interface requirements of either the PF (e.g. Fanselow & Lenertova
2011) or the LF (e.g. Horvath 2010). However, there are discourse-related (morphological)
markers and fronting in a number of languages (cf. Frascarelli 2012, for example), and, as
pointed out by Bailyn (2012: 319), the generative notion of interpretation is typically concerned

with quantificational and logical relations among elements at the LF, not with discourse relations
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(cf. also Espinal & Villalba 2015). Furthermore, LF relations are assumed to be represented

uniformly across languages.

According to what came to be termed cartography, there is a direct interaction between
syntax and the semantic-pragmatic interface. Rizzi (1997) introduces topic and focus into syntax
as functional features (with interpretative import on a par with Wh, Neg) which project syntactic
structure in the form of X’ schema (being in designated specifier positions of TopP and FocP,
their heads being overtly realized in some languages, and their complements constituting the
comment and the presupposition respectively). Since IS-motivated movement is optional, once
they are projected, topic and focus phrases necessarily trigger movement to the left periphery of
the clause as a structural area (CP)*® defined by a system of functional heads and their
projections which are mapped for various IS functions, thus providing instructions for interface
interpretations. After it reaches a position dedicated to a particular scope-discourse interpretive
property, the moved element gets frozen in place (Criterial Freezing of Rizzi 2003). The
functional hierarchy is assumed to be universal. Since they are interpretable, topic and focus
features will survive to the C-I interface, and for the same reason they won’t be visible at the PF.
Aboh (2007, 2010), for example, argues that the core IS notions (namely, interrogative force,
topic and focus) are part of the numeration in the form of discourse-related lexical items that
exhibit specific syntactic behavior implying that they drive the derivation and project in syntax,
and on a par with other formal features such as Case or ¢-features are optionally present when
the lexical item is selected for the numeration, checked at the CP or DP phase level. The
challenges to cartography and (other) feature-checking accounts reveal an intricate interaction
between word order and intonation in deriving IS (cf. van Craenenbroeck 2009). The fact that
topics can be moved, base-generated and stranded also raises problems for the assumed topic-
focus hierarchy (Bailyn 2012). Reinhart (2006) argues that [topic] or [focus] features are not
features on a lexical item but properties of an entire constituent relating to the IS of the entire
sentence, thus they cannot be present in the numeration. Lépez (2009) points out that the notions
of topic and focus, however they are defined, make no predictions about the syntactic behavior

of constituents assumed to bear them.

*® For non-fronted foci it is assumed that they are fronted at the LF, following Chomsky’s (1976) observation on
focalization and WCO.
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Following Kayne’s (1998) assumption that focus operators move to a position at the
edge of vP, in more recent minimalist work, namely in Phase Theory, dislocation is assumed to
always take place to the left of the sentence or predicate phrase, and optional operations are
allowed if they have an effect on the outcome (Chomsky 2001a: 34). In his account of
Scandinavian object shift and linguistic variation with respect to its occurrence, Chomsky
(2001a) touches upon the issue of optionality of movement motivated by IS and postulates the
interpretative features Int and /nt’ corresponding to topic and focus (though not explicitly stated).
According to Chomsky (2005, 2008: 151) it is assumed that there is no specific link between
syntax and IS if Rizzi’s (1997) approach to the left periphery is adopted, i.e. if what is raised
(driven by an edge feature in the CP domain (cf. chapter 6)) is identified by its final position,
according to Chomsky (2005), some specifier’s position. There are no IS features anymore.
Chomsky (2005: 18) illustrates this by the following example which will be quoted here since it
is the topic of this thesis: ‘Take, say, Topicalization of DP. EF [edge feature] of a phase head PH
can seek any DP in the phase and raise it to SPEC-PH. There are no intervention effects, unless
we assume that phrases that are to be topicalized have some special mark. That seems
superfluous even if feasible, particularly if we adopt Rizzi’s approach to the left periphery: what
is raised is identified as a topic by the final position it reaches, and any extra specification is

redundant. The same should be true for other forms of A’-movement’.

Given the economy approach to linguistic phenomena in the MP, the central problem is
that of the optionality of movement since simply postulating a feature that drives movement is
not a solution to the problem unless it is independently motivated, as pointed out by Bailyn
(2012). Since the movement related to IS is driven by discourse requirements, the research
should focus on understanding and formalizing the relation between syntax and discourse
grammar (including interaction with the interpretative components). There are basically two
strands of approaches to IS here, depending on the level at which syntax and discourse interface,

as pointed out by Lopez (2009):

1) the sentence level in the form of ‘a pragmatically determined IS interface fed by grammar
and extralinguistic knowledge’ (Schwabe et al. (eds.) 2007: 5), a combination of a
representational and derivational approach (e.g. Bailyn 1995a, 2012), Erteschik-Shir
1997, 2007), and
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2) the phase level, a purely derivational approach (e.g. Lopez 2009)

For Bailyn (1995a, 2012: 324), discourse organization is uniform at the level of
Functional Form (FF), and languages differ in the way in which FF relations are encoded in the
surface form (e.g. word order variations (scrambling), intonation, discourse particles, etc). The
canonical (SVO) order being functionally ambiguous, the movement driven by FF ‘fixes’
Russian Theme-Rheme structure in the sense that ‘the dislocated constituent represents the
presupposed/given information and the remainder of the sentence the Information Focus or

Rheme.’

Erteschik-Shir (1997, 2007: 43-44) claims topic and focus are ‘defined as triggering
instructions to manipulate a stack of filing cards, each of which represents a referent available in
the discourse’ (in the sense of the common ground of Reinhart 1981). F-structure rules (namely,
topic, focus, update) apply to referential constituents within top/foc domains, allowing for a non-
binary division of a sentence, i.e. there is a backgrounded part to which neither topic nor focus is
assigned. Since scope is determined directly from f-structure, the LF is rendered superfluous, i.e.
f-structure replaces the LF. Top and Foc features are introduced as part of lexical selection,
which, on a par with @-features, may percolate to the maximal projection of the lexical item they

are assigned to.

For Lopez (2009), topic and focus are not theoretical primitives, but are deconstructed
into bundles of binary features, viz. [+/- a(naphoric)] and [+/- c(ontrast)], deriving traditional
partitioning into Topic-Comment, Theme-Rheme, Focus-Presupposition, etc. Pragmatic rules
apply at phase edges which are specified for the positive values of the dichotomy whereas the
complement domain of the phase head bears the negative values. The feature values are carried
by the constituents during the course of the derivation constraining the set of possible

derivations.

After we have explained the mechanisms of the MP and summarized different approaches
to the problems of the MP and IS integration, we can set out to describe syntactic properties and
discourse functions of our databases, viz. the structures of TOP and LD in English (chapter 3)
and Serbian (chapter 4), in order to define the scope of our research the results of which are

analyzed in chapter 6.
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3. Distinguishing Topicalization from Left Dislocation in English: the Database

3.1 Syntactic Properties of Topicalization and Left-Dislocation in English

As pointed out in section 1.2, languages employ various means to express information structure
of a sentence, word order variations being one of them. Even in English, which belongs to the so-
called (syntax-)configurational languages characterized by a rather fixed word order (cf. E. Kiss
1995, 2001),*" namely subject (S)-verb (V)-object (O) (cf. Greenbaum et al. 1990: 204-230),
there is a possibility of marking information structure of a sentence by certain word order
patterns such as two preposing or fronting structures, namely topicalization (TOP henceforth)
and left-dislocation (LD), illustrated by the examples in (1). Their canonical word-order

alternative is given in (2):*®
1) John kissed Mary.

(2)  TOP: Mary John kissed t.
LD: Mary, John kissed her.

Although these two structures express truth-conditionally synonymous propositions identical to
the proposition in (1), they have different syntactic (and information-structural) properties. As
evident, both TOP and LD have a fronted element in a left-peripheral position of the sentence,
i.e. in the position preceding the canonical subject position. However, whereas TOP has a
coreferential gap in the canonical or argument position of the fronted element, implying that
some dependency holds, LD has a resumptive pronoun (RP), typically a personal pronoun in

English, antecedent-bound by the left-dislocated element.* The left-dislocated element is set off

%7 Syntactic structure and the linear order of constituents are determined by syntactic functions such as subject,
verb/predicate or object.
*® Cf. Halupka-Resetar (2011: 125-130), for an overview of syntactic structures in English used for expressing topic,
contrastive focus and information focus in English.
* A resumptive pronoun (RP) is obligatorily (antecedent) bound by a left-dislocated element and cannot freely
choose a contextually salient referent as a ‘regular’ pronoun in (ii). The RP occurs in structures which would
otherwise have a gap, i.e. be analized as derived by movement such as wh-movement, relative clauses and
dislocations. The variable position in a relative clause or question in English is defined by the presence of a gap, as
in (i), whereas there is no possibility of alternating with a gap in (ii) (from McCloskey 2006: 94-95):

(i) There are guests that everyone wants to invite _.

(if) Most people think that they have a right to a decent job.
The RP can also be a weak or clitic pronoun (e.g. in Italian, Serbian), an inflection marker on prepositions (e.g. in
Semitic and Celtic languages (cf. Borer 1984 and McCloskey 2002, respectively), or an epithet (a definite DP
usually attributing a negative meaning to the dislocated phrase) (cf. Kroch 1981, Aoun & Choueiri 2000, inter alia).
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by an intonational break and followed by a syntactically complete (matrix) clause, thus arguably

more detached or syntactically independent from the rest of the sentence.

The following sections will consider the structural differences between the processes of
TOP and LD, 3.1.1, namely the kind of constituents that can be topicalized and left-dislocated,
section 3.1.1.1 and TOP, LD and embedding, section 3.1.1.2, then TOP, LD, long dependencies
and island sensitivity, section 3.1.2, and reconstruction effects with TOP and LD, section 3.1.3.
The data obtained are supposed to show what the restrictions on the availability of TOP and LD
are, whether the structures in question are derived by movement (IM) or not, and what the nature
of the surface position of the topicalized or dislocated constituent is. The data will be referred to

in chapter 6 where a formal account of these processes is offered.

3.1.1 Structural Characteristics
3.1.1.1 The Nature of Fronted Elements

The terms TOP and LD were introduced into the generative model by Ross (1967/1986)
to refer to the fronting of a non-wh-element to the left periphery of the sentence to mark the topic
of the sentence. Examples of topicalization in English are illustrated in (3). The topicalized
constituent, typically a DP,*® a pronoun, a PP, or an AP, serves different syntactic functions. A

verb or a proposition (CP) can also be topicalized.

3) a) TOP of the definite direct object DP/pronoun:
That (movie) I won’t watch.
b) TOP of the indirect object DP/PP:
His wife John gave an expensive present to./To his wife John gave an expensive
present.
c) TOP of the direct object pronoun:

Him I haven’t met.

There is ‘true’, ‘syntactic’ or ‘productive’ resumption (in Irish, Hebrew and Arabic) referring to RPs in A’-
dependency structures where no grammatical principle disallows a gap. The presentce of an RP to ‘amnesty’ a
violation of an island (a constraint dependency) or found in long-distance dependencies has been termed ‘intrusive’
resumption’ (Sells 1984) or ‘processor’ resumption (Asudeh 2011). Pesetsky (1998) proposes a movement account
of RPs as partially spelled out copies of the dislocated phrase. Boeckx (2003, 2008) proposes that an RP is the
stranded, remnant D after the extraction of the antecedent (the complement) from a ‘big-DP’, i.e. the antecedent of
an RP at First-Merge is its complement.

> We will adopt the traditional generative view, viz. Abney (1987), that the head of the noun phrase in English is a
determiner.
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d) TOP of the indirect object pronoun:
Her I haven’t spoken to.
e) TOP of the subject complement AP:
Afraid of his neighbor’s dog he used to be.

f) TOP of the VP:
Eat rutabagas Holly wouldn’t. (Johnson 2001: 444)
g) TOP of the proposition, CP:
That John is a millioner no one would ever say.
h) TOP of the circumstantial adjunct PP/AP:
For entertainment/In the pub/So badly they sing karaoke.

A ‘simple’ quantifier phrase (QP) cannot be topicalized, as illustrated by Postal (1993:
541):

4) a) *Every proposal the director refused to consider.

b) *Anyone they would have fired.

If a QP is modified by adding a relative clause or an adjective phrase, i.e. by making it

specific or referential, then the topicalization is no longer blocked, from Postal (1993: 542).

(5) a) Anyone who was sick/less popular they would have fired.
b) Every proposal made by the members of the board the director refused to consider.
(our modification)

E. Kiss (2012: 128) claims that this is due to the fact that they cannot assume a ‘name’ status.
Arregi (2003) argues that the indefnite DP is interpreted as the individual picked by the choice

function.

Meaningless expressions cannot be topicalized either, such as expletive ‘it’ and ‘there’ in
(6a) and (6b), respectively, compared to referential (adverbial) ‘there’ in (6¢). However, ‘it’
cannot be topicalized even when it is referential (pronominal), as illustrated in (6d).

(6) a) *There he believes to be unicorns. (Schenk 1995: 259)
b) *It | blame on you that we are late.
¢) There he believes the unicorns to be. (Schenk 1995: 259)
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d) *1t (the book) Mary gave to John.™*

The interim conclusion based on (4-6) would be that TOP in English is restricted to expressions

which are referential or specific.

A left-dislocated constituent in English is typically a DP or a pronoun functioning as
subject, direct or indirect object, as exemplified in (7a), (7b) and (7c), respectively. It can also be
a DP containing a restrictive relative clause (7d), a gerund phrase (7e) or an adverbial clause of
condition (7f) again functioning as the subject or object DP, as shown by the RP substitution in

the matrix clause.?

(7 a) LD of the subject DP:
This song, it really annoys me.
b) LD of the direct object DP:
John, I can’t stand him.
c) LD of the indirect object DP:
John, I gave him the keys.
d) LD of the DP containing a restrictive relative clause:
(As for)The fact that John is often late, the manager is concerned about it.
e) LD of the gerund DP:
Giving lectures, it’s difficult work to do for the youngsters. (Rodman 1997: 36)
f) LD of the adverbial CP:
If it is fine tomorrow, that’ll be good. (Rodman 1997: 36)

> Pronominal ‘it’ seems to share some of the properties of what has cross-linguistically been termed deficient
pronouns, viz. it cannot be modified or conjoined and it cannot receive contrastive or focal stress, hence not be
topicalized. A tripartite division of pronouns into strong, weak and clitic (the latter two being referred to as
deficient) was identified by Cardinaletti & Starke (1999). Clitic pronouns differ from weak ones in that they are also
morphologically deficient.

> There are different types of LD across languages and even within one language. As summarized by Alexiadou
(2006: 669), if the RP is a demonstrative pronoun as in Dutch or German (i), it is known as Contrastive Left
Dislocation; if it is a clitic pronoun as in Italian, Spanish, Hebrew, Arabic and Greek (ii), it is called Clitic Left
Dislocation, and where the function of the RP is assumed by an epithet, it is referred to as Hanging Topic Left
Dislocation (cf. example 10).

(i) Die man die ken ik niet (if)y Ton  Jani den ton  ksero.
the man that know | not the-acc John-acc neg cl-acc know-1sg
‘That man, I don’t know him.’ ‘John, I do not know him.’
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The restriction on topicalizing QPs applies to LD as well for the reason of (the lack)

specificity or referentiality, as illustrated below:

(8) a) *Anyone, they would have fire them.

b) Anyone who was sick, they would have fired them.

There is no case matching or connectivity, i.e. LD elements are marked by a default or
nominative case, which in spite of the poor English case morphology can be illustrated by the
following example, where the LD element does not need the overt prepositional case assigner
(from Acufa Farifia 1995: 15):

9) a) | spoke to Liz the other day.
b) Liz/*To Liz, | spoke to her the other day.

As for co-reference, the fronted DP does not seem as closely related to the remainder of
the sentence in the case of LD as in the case of TOP in the sense that the function of the RP can
be served by an epithet phrase, a definite DP often containing a demonstrative and having
affective, typically negative meaning such as anger, irony and the like (Aoun and Choueiri
2000), as illustrated in (10) (cf. also McCloskey 2006, Falk 2002):

(10)  (As for) John, Mary can’t stand that liar.

Multiple LD is possible only in the case of LD of DPs and every DP has to be resumed
by a co-referential pronoun in the clause, as illustrated by (11) from Rodman (1974) cited in
Okuno (1992: 3). Multiple LD in (12), where PPs are also dislocated, results in ungrammaticality
(from Grohmann 2000: 10):

(11) Bill, Sue and that damn snake, he told her to get it out of their sleeping bag.
(12)  *(As for) Clothes, for me, John, in that shop, he never bought them there for me.

Furthermore, LD and TOP can co-occur in the same sentence with LD topic preceding
the TOP one, as illustrated below from Reinhart (1976) in Okuno (1992: 4):

(13) a) (As for) Rosa,p, my next bookrop | will dedicate to her.
b) *My next bookrop, as for Rosap, | will dedicate to her.
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3.1.1.2 TOP, LD and Embedding

Whereas TOP seems to be highly restricted in root interrogatives, LD is not. The

topicalized constituent is banned in the position immediately preceding or following an

interrogative wh-constituent (wh-movement) or an (abstract) yes/no question operator (T>C

movement), as illustrated in (14), wheres this does not hold for LD, as shown in (15). The gap is

indicated by ‘t’ (trace).53

(14)

(15)

TOP:

a) *Who(m) the books did John give away t to?/*To whom the books did John give
away t? (Chomsky 1977: 92) also:

a’) *The books who(m) did John give away t to?/*The books to whom did John give
away t?

b) *Can this kind of behavior we tolerate t? (Radford 1997: 312) also:

b>) *This kind of behavior can we tolerate t?°*

LD:
a) (As for) The books, who(m) did John give them away to?
b) This kind of behaviour, can we tolerate it?

Breul (2004: 63) finds attested examples of embedded TOP in the literature, where the

topicalized constituent follows the complementizer that.

(16)

a) You know that this kind of behavior we cannot tolerate. (Radford 1997: 312)
b) We decided that money we don’t have too much control over, but we will argue to not
have to have those stupid pedagogical seminars twice a month. (Ward 1988: 102)
¢) Q: Don’t you want any cheese?

A: | have a feeling that the types of cheese they put in them I’m not gonna like.
(1988: 104)

> Breul (2004: fn. 102) points out that TOP is generally impossible in the cases where the wh-constituent precedes
the topicalized constituent, whereas some speakers find acceptable some sentences where the topicalized constituent
precedes the wh-constitent, as in:

(i) */?0n that subject, who should | consult with? (Haegeman & Guéron 1999: 226).

Indeed, as judged by the native speakers consulted, the examples in (14) where the topicalized constituent precedes
the wh-word do seem less bad.

** The examples in (a’) and (b’) are our native speakers’ judgements.
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d) Who said that Mary John likes? (Muller 1998: 35)

According to Emonds (1964: 24), TOP does not occur in embedded sentences, thus being

a root transformation (what came to be known as Main Clause Phenomena (MCP) Haegeman

2010, 2014), and illustrates this by the following examples (supplemented by examples from
Haegeman 2010) (18f-g):>

(7

(18)

a) *Have | shown the broom (that) these steps | used to sweep with. (clausal complement
of nouns/restrictive relative clause)

b) (?)*I fear (that) each part John examined carefully.

) *We are going to the school play because our daughter we are proud of.

d) (?)*Do you think that socialist theory many Czechs would deny?

e) *That this house he left to a friend was generous of him. (sentential subject)

f) *John regrets [that this book Mary read]. (Maki et al. 1993: 3) (complements of factive
verbs)®

g) *[When this song | heard last week], | remembered my first love. (Haegeman 2010: 3)
(central adverbial clauses (temporal and conditional))

As noted by Emonds (1964: 26), LD does not undergo embedding either:

a) (?)*1 told you that this movie, you shouldn’t like it much.
b) *Bill hopes that John’s sister, she won’t do anything rash.
c) *They put so much furniture in here that this room, it really depresses me.

d) *He doesn’t like the park that Jane, she visits every weekend.

However, it has been noted that LD may occur in the embedded context of propositional

attitude verbs (cf. also Cinque 1990), verbs such as ‘believe’, ‘know’, ‘hope’, ‘suspect’, ‘wish’,

‘regret’, and similar, denoting intentional attitudes which are analyzed as relations an individual

may stand in to a proposition (Crystal 2008: 393), and can take clauses as their complements, as

illustrated below:

> As expected, the native speakers consulted in our research disagree with respect to the acceptability of Emonds’s
embedded TOP following the complementizer that in examples (18b) and (18d).

*® Factive verbs such as: ‘know’, ‘learn’, ‘realize’, ‘regret’, and similar, presuppose the factual truth of their
complement.
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(19) I said that my father, he was tight as a hoot-owl. (Ross 1967: 424)°’
3.1.2 TOP, LD, Long Distance Dependencies and Island Sensitivity

TOP establishes an upwardly unbounded A’-dependency relation with the gap or trace
(the trace is subject to Strong Crossover effects (SCO) like in the case of wh-movement)®® in the
sense that the targeted position is arbitrarily higher up than the clause from which the constituent
has moved, as illustrated by Ross (1967/1986: 182) in (20) below.

(20) Beans I don’t think that you’ll be able to convince me Harry has ever tasted t in his life.

The nature of this position has been a matter of debate and it will be addressed in chapter 6.
However, TOP is constrained, as shown in the previous section. In fact, TOP and wh-movement
in interrogative and relative clauses exhibit parallel behavior with respect to island and other
transformational grammar constraints of Ross (1967/19) subsumed in (21) below under
subjacency®® for expository purposes. Breul (2004: 61-62) supplemented the compiled list with
two more pairs of examples, namely the subject condition of Chomsky (1973) (later also
subsumed under subjacency) and the That-trace effect of Chomsky & Lasnik (1977) (later
accounted for by the Empty Category Principle (ECP) of GB theory capturing the interpretation
and distribution of empty categories such as traces).?® The first example in each pair of examples
illustrates TOP, the second one wh-movement with respect to the relevant syntactic structure.

(21) a) Coordinate Structure Constraint:

*” Our respondents find this example acceptable with the verb ‘tell” as well, which, according to Emonds, should not
allow LD (cf. 19a).
*® The trace cannot be bound by a c-commanding pronoun. The pronoun is in an argument position of the relevant
verb, as illustrated below:

(i) *Who; do you think he; loves t;?

(ii) *Him; John; doesn’t trust t;.
** It is a condition employed in GB and the earlier version stating that a constituent cannot be moved in a single
application of a movement rule across more than one bounding (constituent) node (replaced in Chomsky (1986) by
the term barrier).
* Breul (2004: 60) uses the term fronting in the examples to refer to this syntactic process which has ‘the effect of
topicalization or focalization.” Birner & Ward (1998) classify preposing or fronting structures into focus preposing
and topicalization on the basis of their intonation and information structure (cf. Ward 1988 and Prince 1981b). Ross
(1967/1986) derives both topic preposing and focus preposing by a single syntactic rule of topicalization. Proposing
different positions for the two, Gundel (1974) introduces the terms topic topicalization and focus topicalization. As
pointed out by Breul (2004: fn. 100), in addition to the term topicalization being used in the literature to denote a
functionally or syntactically defined class of phenomena (as illustrated above), the term has been used differently
even by authors who consider syntactic properties only (cf. Ward 1988). Haegeman & Guéron (1999), for example,
refer to DP-, AP-, and PP-fronting as topicalization, whereas there is VP-fronting.
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i) *A big car John bought a red bicycle and t./(?)* A big car John bought t and a
red bicycle.®! (TOP)
1’) *What did John buy a red bicycle and t?/* What did John buy t and a red

bicycle? (interrogative wh-movement)

b) Complex NP Constraint:
i) *Bill I believe the report that John met t. (TOP)
i’)*Who do you believe the report that John met t? (interrogative wh-movement)
i) *John I never liked the people who believed t. (TOP)
ii’) *John is the person who I never liked the people who believed t. (relative wh-

movement)

c¢) Wh-island Constraint:
i) *Such a car | wonder who will (ever) buy t. (TOP)
i’) *What do you wonder who bought t? (interrogative wh-movement)
i1) *John | was wondering who liked t. (TOP)

ii’) *John is the person who I was wondering who liked t. (relative wh-movement)

d) Sentential Subject Constraint:
i) *John that Susan saw t surprised me. (TOP)
i’) *John is the person who that Susan saw t surprised me. (relative wh-

movement)

e) Subject Condition:
i) *John an expensive picture of t would surprise me. (TOP)
i’) *John is the person who an expensive picture of t would surprise me. (relative

wh-movement)

) That-trace Effect/ECP:
i) John | believe (*that) t just left. (TOP)

i) John is the person who I believe (*that) t just left. (relative wh-movement)

®! Some of our native speakers find this sentence acceptable only as an afterthought, otherwise not acceptable.
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TOP and wh-movement also exhibit parallel behavior with respect to licensing parasitic
gaps. A parasitic gap is a null element which is licensed by the presence of another null element

(gap) in the sentence (cf. Haegeman 1994: 473-474 for a description).

(22)  a) These socks I'll put e away without folding e.%? (TOP)
b) What will you put e away without folding e? (interrogative wh-movement)

According to Prince (1997: 132), one of the functions of LD presented here since it is
clearly determined by syntax not by information structure is what she terms island amnesty. It is
often referred to in the literature as a ‘covert’ instance or application of TOP (cf. Gregory &
Michaelis 2001, Sztics 2014, for example). Namely, when there is a syntactic constraint
regarding a long-distance dependency, i.e. an island, the speaker avoids its violation by putting a
resumptive pronoun in the canonical position of the fronted element. This is the reason why
Chomsky (1977) assumes that LD unlike TOP does not belong to the core syntax. (23) repeats
the examples of TOP from (21). The following examples are derivationally saved by the

insertion of an RP.

(23) a) Bill, I believe the report that John met him. (Complex NP Constraint)
b) John, I never liked the people who believed him. (Same as (a))
¢) Such a car, 1 wonder who will (ever) buy it. (Wh-island Constraint)
d) John, I was wondering who liked him. (Same as (c))
e) ?John, that Susan saw him surprised me. (Sentential Subject Constraint)®
) 2John, an expensive picture of him would surprise me. (Subject Condition)
g) John, I believe (that) he just left. (That-trace Effect)

As shown by the examples in (23), LD in English is insensitive to both strong and weak islands®*
in that an island boundary between the RP and the left-dislocated constituent does not block the

intended co-reference between them and there is no case connectivity.

®2 Modeled on https://literalminded.wordpress.com/2009/02/10/dougs-parasitic-gap/.

® Some native speakers consulted find (g) and (h) acceptable.

® Strong islands are relative clauses, subjects and adjuncts (involve the crossing of two barriers), whereas weak
islands are wh-island, negative island, and the sentential complement of nouns (involve the crossing one barrier).
Both disallow extraction of adjuncts, while only weak islands allow extraction of arguments.
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Unlike wh-movement, TOP does not exhibit Weak Crossover effects (WCO),*® a
configuration where a quantified or R-expression is moved over an expression that contains a
pronoun to be bound, whereby the moved quantifier cannot reconstruct, i.e. according to one of
the approaches to the phenomenon, move to a lower position at LF in order for the sentence to
receive the correct interpretation (cf. Heycock 1995 for reconstruction phenomena). Consider the
examples from Postal (1993: 540) below.?® Co-reference is indicated by co-indexing. Like TOP,
LD does not exhibit WCO effect either, as illustrated in (24):

(24) &) *Who; did his; sister call t;a moron? (wh-movement, WCO effect)
b) Frank; his; sister called t; a moron. (TOP, no WCO effect)

¢) Frank;, his; sister called him; a moron. (LD, no WCO effect)

The grammaticality of (24b) and (24c) implies that no operator movement has taken place. The
term operator denotes an expression that is believed to head a wh-chain based on subjacency

effects and that is said to bind a variable.®” Guéron (1984: 153ff) observes the following contrast:

(25) a) *Who; does his; mother like t;?
b) John; his; mother likes t;.

% Rizzi (1997) distinguishes between two types of A’-movement: an operator movement construction that binds a
variable in the position of the trace (wh-movement), and the one that does not (topicalization) by using a diagnostic
introduced by Lasnik & Stowell (1991), namely WCO. On WCO effects, cf. Postal (1993).

® The WCO effect arises only if the moved or extracted element is semantically ‘a true quantifier phrase’, i.e. if it
refers to a set with more than one member, as observed by Lasnik & Stowell (1991) in Postal (1993: 539). This
generalization accounts for the following data, from Postal (1993: 540):

(i) *the kid; who; his; sister called t; a moron (restrictive relatives)

(ii) Frank; was easy for his; sister to outshine t;. (object raising)

(iii) Who; did they convince t; that his; sister had called pg; a moron? (parasitic gap extraction)

(iv) John;, who; they convinced his; sister that you had called t; a moron,... (non-restrictive relatives)
However, Postal (1993: 547-549) argues that Lasnik & Stowell’s claim is both too strong and too weak in different
respects. There are cases where extraction under topicalization (and other cases mentioned, which will be
disregarded further since irrelevant to our purposes) does yield WCO effect even though the extracted phrase is not a
‘true quantifier phrase’. The extracted phrases are referential expressions. Consider the pair of examples below.

(v) a. Sidney;, I am sure [his; job/mother/beard] is important to t;.

b. *Sidney;, | am sure [your carving/description/opinion of him;] is important to t;.
On the other hand, the contrast is obtained even when the extracted phrase is a true quantifier phrase, as in:

(vi) a. *Which lawyer; did his; clients hate t;?

b. Which lawyer; did [even/only his; clients] hate t;?
Postal (1993: 547) thus suggests that the contrast is also related to the semantic properties of the phrase containing
the pronoun. Namely, the bracketed DPs in (vb) and (vib) are ‘scope islands’, i.e. their quantifier can only have a
scope internal to the phrase.
®” Cf. Haegeman (1998), for an overview of structures containing operators
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Guéron (1984) claims that the (un)grammaticality follows from the referential status of the
moved phrase. Unlike the topic ‘John’, the operator ‘who’ is not referential, thus (24a) results in

ungrammaticality. According to Lasnik & Stowell (1991), this contrast yields WCO effect.
3.1.3 TOP, LD and Reconstruction Effects

Let us now consider reconstruction or connectivity effects regarding the constructions in
question (cf. Cinque 1990), namely reconstruction and binding relations (26-28), and idiomatic

expressions (29) (WCO being addressed in the previous section).

Consider the possibility of reconstruction effects with TOP and LD with respect to
Condition A (26) and Condition C (27) of Binding Theory, and quantifier bindi